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1. A3.1. Development of the functional architecture of the 

portal. (TTI) 

 

1.1  INTRODUCTION  
	

The	development	of	information	technologies	leads	to	the	creation	of	many	various	kinds	of	information	systems	

within	the	European	information	space.	Many	of	these	systems,	especially	those	operating	within	the	framework	

of	 state	 and	 public	 institutions,	 require	 the	mutual	 exchange	 of	 information.	 This	 exchange	 of	 information	 is	

required	both	between	different	services	at	the	same	territorial	level	(horizontal	compatibility)	and	at	the	level	of	

compatibility	at	the	European,	national,	regional,	or	local	level	(vertical	compatibility).	This	puts	forward	special	

requirements	for	the	functional	and	information	compatibility	of	existing	and	developed	information	systems	and	

portals,	as	well	as	for	their	functional	interaction.	

To	 solve	 this	 problem,	 the	 European	Union	has	 developed	 a	 document	 that	 defines	 the	 requirements	 for	 the	

European	Interoperability	Reference	Architecture	(EIRA)	[1].	

	EIRA	 is	 a	 reference	 architecture	 focused	 on	 the	 interaction	 of	 existing	 and	 developing	 IT	 systems,	 primarily	

providing	government	and	public	services.	

The	recommendations	of	the	document	[1]	can	be	used	to	develop	the	functional	structure	of	the	eMEDIATOR	

portal.	

	

1.2  GENERAL REQUIREMENTS TO FUNCTIONAL ARCHITECTURE OF THE INFORMATION PORTAL 
	

For	mutual	understanding	of	all	interested	parties	about	the	functionality	of	the	system	at	all	stages	of	their	life	

cycle,	 a	 special	 document	 is	 developed	 that	 describes	 the	 behavior	 of	 the	 system	 in	 various	 modes	 of	 its	

application.	This	description	should	be	equally	clear	to	developers	of	portals	and	IT	systems,	as	well	as	to	users	

and	other	interested	parties.	

Table	1.1	lists	the	main	functional	requirements	that	are	most	often	used	in	information	systems	[2].	

The	functional	requirements	may	appear	in	the	following	forms,	that	are	listed	in	Table	1.2.	

The	 definition	 of	 non-functional	 requirements	 is	 quality	 attributes	 that	 describe	 ways	 your	 product	 should	

behave.	The	list	of	basic	non-functional	requirements	is	shown	in	Table	1.1.	
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Table 1.1: The main requirements to information systems 

	
Table 1.2: Forms of functional requirements 

	
	

Non-functional	requirements	are	essential	during	the	development	of	information	systems	and	largely	determine	

the	success	or	failure	of	a	project.	Some	methods	for	determining	non-functional	requirements	by	the	developer	

at	the	design	stage	of	IT	systems	are	given	in	Table	1.3.	
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Table 1.3: Main methods for determining non-functional requirements  

	
During	the	design	phase,	it	is	important	to	define	both	the	functional	and	non-functional	requirements	for	the	IT	

system.	The	more	accurately	and	fully	this	will	be	done,	the	less	time	will	be	spent	on	their	clarification	in	the	

development	process,	and,	consequently,	the	development	costs	will	be	lower.	

Functional	requirements	are	determined	by	 the	 idea	of	 the	project.	They	 include	 the	basic	 functions	of	 the	 IT	

system	and	how	users	use	it.	

Non-functional	requirements	depend	on	the	experience	of	the	developers	and	their	understanding	of	the	use	of	

the	IT	system.	These	requirements	are	formed	due	to	the	accumulated	experience	of	using	the	original	product	or	

similar	IT	systems.	

The	parametric	differences	between	functional	and	non-functional	requirements	are	described	in	Table	1.4.	This	

distinction	is	based	on	the	understanding	that	the	first	of	the	requirements	describe	what	the	system	does,	while	

the	other	requirements	describe	how	the	system	works.	

Table 1.4: Main parameters of functional and non-functional requirements 
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1.3  PROVIDING THE KEY INTEROPERABILITY ENABLER ARCHITECTURAL BUILDING BLOCKS 
	

When	developing	ICT	systems,	the	main	factors	of	partnership	in	the	European	Union	at	the	horizontal	and	vertical	

levels	are	interoperable	solutions	[2].	At	the	same	time,	interoperability	issues	are	key	when	integrating	various	

subsystems	within	a	single	ecosystem.	The	key	interoperability	should	be	provided	in	the	areas	shown	in	the	Table	

1.5	[1].	

Table 1.5: Key Areas of IT systems interoperability 

	
Conceptual	model	of	a	reusable	Interoperable	European	Solution	is	shown	at	the	Fig.	1.1	The	main	component	of	

this	modeli	s	listed	in	the	Table	1.6	[1].	

Table 1.6: The main components of the IT system conceptual model 
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Figure 1.1: Conceptual model of a reusable Interoperable European Solution 
	

	

	

1.4  PRINCIPLES OF eMEDIATOR PORTAL DEVELOPMENT ON THE BASE OF EUROPEAN 
INTEROPERABILITY FRAMEWORK 
	

In	order	to	achieve	horizontal	and	vertical	compatibility	of	IT	systems	developed	in	the	European	ICT	space,	the	

twelve	principles	of	interoperability	are	proposed	in	[1].	They	describe	the	content	of	the	services	provided	and	

shown	in	Fig.	1.2.	
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Figure 1.2: Principles of European Interoperability Framework 

	

In	 order	 to	 adapt	 the	 portal	 model	 to	 the	 rapid	 development	 of	 modern	 networks	 and	 meet	 the	 diverse	

requirements	 of	 customers,	 the	 architecture	 of	 the	 portal	 should	 be	 based	 on	 cloud	 technologies	 with	 the	

separation	of	functionality	between	the	client	and	server	parts,	as	well	as	offline	maintenance	after	the	installation	

period.	

Three-layer	 structures	 [3,	 4]	 correspond	 to	 these	 conditions	 in	 the	 form	of	 a	 presentation	 layer,	 a	 functional	

structure	layer	and	a	data	layer.	The	presentation	layer	is	on	the	client,	the	functional	structure	layer	and	the	data	

layer	are	on	the	server.	The	presentation	layer	implements	the	functions	of	registering	/	logging	in	to	the	client	

system	 and	 online	 asking	 questions,	 and	 also	 receives	 knowledge	 from	 the	 e-learning	 system;	 the	 key	 to	

developing	an	e-learning	system	 is	 the	 level	of	 functional	 structure,	 this	 level	mainly	provides	 the	client	with	

knowledge	related	to	problem	solving,	and	performs	customized	training	for	the	client;	 the	design	of	 the	data	

layer	is	based	on	all	the	information	and	data	of	the	functional	structure	layer	that	is	necessary	to	achieve	the	

respective	functional	modules.	

	

The	general	view	of	the	portal	model	with	a	three-layer	structure	is	shown	in	Fig.1.3.	The	main	functionality	of	

the	each	level	of	this	structure	is	described	in	the	Table	1.7.	
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Figure 1.3: The model of portal with a three-level structure 

	

Table 1.7: The main functionality of the three-layer structure of portal model 
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All	levels	of	the	portal	architecture	are	both	mutually	independent	and	interconnected.	However,	the	connection	

between	neighboring	levels	is	rather	weak.	This	three-layer	architecture	offers	good	scalability	combined	with	

ease	of	use	and	maintenance.	

	

1.5  SERVICE BASED FUNCTIONAL STRUCTURE OF THE MODEL 
	

The	service	delivery	model	provides	 the	 framework	within	which	users	receive	services.	The	arrangement	or	

configuration	of	 time,	resources,	 location	of	services,	and	collaboration	among	all	actors	makes	up	the	service	

delivery	model	selected	that	will	best	meet	individual	user	needs.	

The	general	functional	structure	of	the	platform	services	for	all	users	is	represented	by	taxonomy	in	Fig.	1.4.	This	

figure	shows	a	basic	set	of	services	that	can	be	refined	and	detailed	during	platform	development	and	testing	of	

its	capabilities.	

	
Figure 1.4: The general structure of EaaS framework services 
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Considering	the	above,	we	can	state	that	the	platform	being	developed	(and,	accordingly,	the	framework	itself)	as	

a	complex	system	should	have	a	multi-level	structure	with	distributed	functionality	and	many	horizontal	links	on	

demand	within	the	framework.	At	the	same	time,	for	the	end	user,	most	of	the	intermediate	services	should	be	

transparent	 (invisible).	Obviously,	when	solving	 this	problem,	mainly	as	a	problem	of	 integrating	a	variety	of	

existing	educational	services,	it	is	necessary	to	solve	the	problem	of	creating	a	universal	interface	within	a	certain	

architecture.	At	the	same	time,	this	 interface	should	be	based	on	some	entity	that	connects	the	interests	of	all	

stakeholders	in	education.		All	communications	with	users	of	the	described	framework	should	be	related	to	certain	

competencies	 (requested	 or	 supplied).	 The	user	will	 be	 provided	 (if	 available)	with	 the	 required	 educational	

service	(external	to	the	framework	or	internal)	for	the	formation	of	the	required	competence	(Fig.	1.5).	In	the	

absence	of	the	required	service,	the	framework	will	be	able	to	organize	the	search	or	creation	of	the	required	

service	for	a	specific	competency	request.	Thus,	another	important	requirement	for	the	framework	appears	-	it	

must	be	open	to	expanding	the	set	of	services.	

	

	
	

Figure 1.5: General view of the competence-based digital framework for Education as a Service. 
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Figure 1.6: Use case diagram of EaaS information portal 

	

A	use	case	diagram	(Fig.1.6)	is	a	graphical	depiction	of	a	user's	possible	interactions	with	a	system	and	shows	

various	use	cases	and	different	types	of	users	the	EaaS	eco-system	has.	

As	a	result	of	the	analysis,	it	was	shown	that	the	platform	being	designed	has	a	clear	focus	on	processing	large	

amounts	 of	 data.	 Therefore,	we	proposed	 another	model	 that	 generally	 reflects	 the	 expected	data	processing	

processes	in	the	eco-system.	This	architectural	model	is	presented	below	(Fig.1.7).	

	
Figure 1.7: Data flow processing architecture diagram of EaaS information portal 
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The	main	element	of	the	platform	is	a	search	engine,	which	provides	information	for	each	of	the	potential	users	

within	the	framework	of	the	services	provided.		

The	 complexity	 of	 communications	 both	 with	 users	 and	 between	 services	 within	 the	 system	 places	 special	

requirements	on	the	development	of	interfaces	(both	GUI	and	API).		

1.6  CONCLUSION 
	

The	 section	 of	 report	 describes	 the	 basic	 approach	 for	 development	 of	 functional	 architecture	 and	 digital	

framework	for	creating	platform	for	higher	and	professional	education	based	on	Education	as	a	Service	(EaaS)	

model.	The	complexity	of	the	problem	being	solved	are	noted.		

The	section	of	report	identified	main	directions	of	the	framework	and	out-lined	possible	solutions.		

The	basic	principles	of	 interoperability	and	functional	structure	for	the	development	of	a	digital	platform	that	

implements	the	ecosystem	of	the	EaaS	framework	using	a	competency-based	approach	are	formulated,	and	the	

functional	architecture	for	services	delivery	model	of	the	framework	are	described.	
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2 . A3.2 Development of the learning delivery model of the 

portal (UL) 

 

2.1 INTRODUCTION 
	

The pioneers in using educational platforms are Australia and USA. Due to the vast areas and distances to be 
travelled, students learned under the supervision of a teacher, but staying at home. Currently, educational platforms are 
used all over the world, and their popularization took place during the pandemic SARS-CoV-2. The additional factor in 
the development of educational platforms is ecology and economy. No need for daily trips of students and teachers to 
schools and to other educational institutions means huge energy and financial savings globally. 

Educational platforms are perceived as a tool for the effective transfer of knowledge without personal (face-
to-face) contact between the teacher and the student and for independent adult learning. However, users of educational 
platforms still experience problems and challenges. Educational platforms – despite similar functions – differ in structure, 
interface, operating principles, task creation technique, way of recording or authorization. The experience gained while 
working with one platform helps to understand the general principles of others, but it is not enough to switch to another 
without additional training. Another problem arises when migrating resources, entire courses, users accounts to other 
applications due to the lack of full compliance despite existing standards, for example, SCORM.  

Another challenge to the development of educational platforms are not technical possibilities but social norms 
and perception of this type of learning. Still in many societies, it is believed that this type of education has poor quality. 
Educational platforms as any breakthrough innovation that is significantly different from the established model initially 
causes resentment and fear. Therefore, scientific research and practical activities are necessary that would deflect the 
social perception of educational platforms and ensure high quality of education carried out in this way. 

It seems particularly important to develop principles that regulate and define the educational processes on the 
platforms. Only education based on pedagogical and psychological principles can be of high quality and credible in the 
eyes of platform users. 
	

2.2 LEARNING DELIVERY MODEL BASED ON THE EDUCATIONAL PRINCIPLES 
	

On-line education – like all human activities aimed at achieving a given goal – cannot be chaotic. 
The principles of education (teaching - learning) are defined as general norms of teaching behavior of a teacher 

and student activity. They can be understood in two ways: 

• as claims based on scientific laws governing education 
• as norms of behavior recognized as binding in education 

They arise from basic regularities of the educational process, human ability to learn and currently implemented 
educational processes. Adherence to the principles of education increases the likelihood of achieving unreliable learning 
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goals. The principle is a didactic standard that should be followed when organizing and implementing the process 
teaching-learning. 

There are different classifications and typologies of educational principles. In this report, we present those that 
may be applicable in organizing education on the eMEDIATOR platform. In our opinion, these are the following principles: 
the principle of conscious and active learning, the principle of systematic learning, the principle of individuality and 
teamwork, the principle of combining theory with practice and the principle of developing learning skills. 

 

2.2.1. The principle of conscious and active learning  
 

Many studies show that learners generally perceive active learning as the most favorable process in education 
[1, 2] and increasing their self-efficacy [3]. Additionally, the use of active learning in STEM (science, technology, 
engineering, and mathematics) education has been linked to improvements in student retention and learning, 
particularly among students from some underrepresented groups [4-6].  

According to Charles Bonwell and James Eison [7]: 
“Using an active learning environment can enhance the integration of practice and theory in the classroom. We think of 
active learning as using instructional activities involving students doing things and thinking about what they are doing. 
Some characteristics of active learning are:  
• Students are involved in more than listening; 
• Less emphasis is placed on transmitting information and more on development of students’ skills;  
• Students are involved in higher order thinking (analysis, synthesis, evaluation);  
• Students are engaged in activities (such as writing, reading, discussing, and observing); 
• Greater emphasis is placed on students’ exploration of their attitudes and values”. 
 

Being active is therefore a necessary condition for effective learning. Therefore, the platform users should be 
aware of the goals of their activity. There are three types of activity in the education process: 
• intellectual activity 
• emotional activity 
• practical activity  
 

Practical implications for eMEDIATOR platform: 
• referring to the life experiences, needs and cognitive interests of users  
• developing positive motivation to learn, encourages and mobilizes users to effort 
• applying educational methods that enable users to acquire knowledge and acting independently  
• systematically making the users aware of their progress  
 
 

2.2.2. The principle of systematic learning 
 
This principle emphasizes the need to implement the teaching process - learning in logical order. 
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Figure  2.1. Learning logical order, 

Source: https://www.dovepress.com/cr_data/article_fulltext/s331000/331741/img/PRBM_A_331741_O_F0001g.jpg 

	

In the learning process, the users should systematically assimilate knowledge and skills and consolidate them. 
 
 Practical implications for eMEDIATOR platform: 
• referring to the mastered material, bind its individual parts in whole 
• emphasizing (with color, tone) the main and important issues 
• showing logical relationships 
• dividing the content into meaningful fragments, but in constant reference to the whole 
• systematize and generalize at the end of the topic and at the end of the course 
• offering users additional activities that require a longer and systematic effort  
 

2.2.3. The principle of individuality and teamwork  
 
According to Kim Carlotta von Schönfeld, Wendy Tan, Carina Wiekens & Leonie Janssen-Jansen [8]: 
“Learning is a process of adaptation to one’s environment, in which an experience in one moment leads to alterations in 
(implicit) knowledge structures1 and eventually is likely to impact behaviour. In psychology, four types of learning are 
usually identified: classical conditioning, operant conditioning, cognitive learning and social learning. Classical 
conditioning works through the gradual association of a representation of something with the thing itself. Classical 
conditioning might lead an individual to learn that pink is a ballet colour through the continuous appearance of the colour 
pink in ballet shoes. Operant conditioning works through perceived consequences of voluntary actions. Operant 
conditioning might induce an aspiring dancer to learn that an intense warm-up is unpleasant but leads to better results 
during practice. Cognitive learning is learning through reading or other internal activities, such as thinking to oneself. A 
dancer might read about human mechanics and then relate this gained knowledge to the way she can perfect a certain 
movement. Social learning is understood as imitation or other forms of learning through a social context (e.g. direct 
instruction). In this case, the dancer might learn by observing and copying the movements of other dancers, or through 
the discussion with others of how certain movements could work. These types of learning are not mutually exclusive; for 
instance, cognitive learning can occur through social learning. The only point at which any of the other types of learning 
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exclude social learning is when individuals learn cognitively by reading an informational text or experimenting by 
themselves”. 

These researchers highlight the meanings of both individual and team learning experiences. 
 

 
Figure 2.2. Team work and individual work, 

source: https://www.consultshol.com/leadership-management-business-and-economics.php 
 

The principle of individuality and teamwork requires to organize learning on the platform in such a way as to take into 
account both the individual capabilities of each user and the potential of cooperation between users. 
Practical implications for eMEDIATOR platform: 
The platform should include both individual activities and group tasks, but preferably the users themselves decide which 
group they want to join or create these groups themselves and invite others.  

 
 

2.2.4. The principle of combining theory with practice  
 

Learning by doing is seen as the most effective. Therefore, in recent years in education, methods of combining 
theory with practice have become more and more popular, which improve skills useful in everyday life, e.g., logical 
thinking, discussing, creativity, information selection, etc. 

Developing skills in action has many benefits for both students and teachers. Children who actively participate 
during the lessons are definitely more open to knowledge and achieve better learning results. Frequent use of activating 
methods in the teaching process contributes to the integration of the team and building a proper teacher-student 
relationship based on mutual respect and trust. 

Practical methods develop creative and critical thinking, broaden interests, and develop the ability to 
communicate in a group, argue and draw conclusions. By working with activating methods, we also support the 
emotional development of our students. 

The use of practical methods requires the teacher to properly prepare the lessons in such a way as to create as 
many educational situations as possible for students in which they can experience and experience. The teacher should 
act as an adviser who, instead of providing information, teaches the student how to find it. He organizes work in such a 
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way that the student can: search, act and cooperate in a team, ask questions, discuss, search, and select information. In 
activating methods, the role of the student is the most important, without his active participation, the teaching process 
is incomplete. 

 
Figure 2.3. Relations between theory and practice, 

source: https://aquetzalsaved.wordpress.com/2014/04/29/combining-theory-and-practice/ 
	

Combining theory with practice develops the users' conviction about the usefulness of knowledge, evokes 
positive emotions and motivates (especially adults) to use the platform. 
Practical implications for eMEDIATOR platform: 

•  connecting new knowledge with natural and social reality, technical, cultural  
•  practical activities should be preceded by theoretical knowledge  
•  the rules, principles, definitions, and laws underlying the activity of users of activities should be a product of 

their own activity  
 

This principle should be considered where possible. We cannot forcibly link theory with practice where there 
are no such links.  
 
 

2.2.5. The principle of developing learning skills  
 

Formal education is most intense in childhood and adolescence, but man has the ability to learn throughout 
life. Learning is the process of acquiring knowledge, skills and habits strongly related to memory. What people learn is 
first stored in short-term memory, and through revision and retention, it passes into long-term memory, where it 
becomes knowledge. What was written there is almost entirely for the rest of your life. 

Positive feelings are conducive to effective learning: optimism, moderate joy, self-esteem, and adequate 
motivation. Adequate motivation promotes concentration and perception and makes you resistant to stress and fatigue. 
It is very important to recognize your own learning style. Everyone uses all their senses to acquire knowledge and skills. 
It is important to determine which sense is dominant and which is supporting. 
The development of mental abilities covers three groups of topics: 

• speed reading skills, 
• ability to process information effectively (including proper notetaking), 
• ability to memorize large amounts of material quickly and permanently. 
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Due to the rapid and unpredictable changes in the labor market, the learning occurs throughout life. It should 
also be assumed that the eMoodle platform will not be the only and last educational experience of its users. 
It is therefore important that the platform develops positive associations with learning, so that its users will want to 
continue learning in the future.  
Practical implications for eMEDIATOR platform: 

•  clear and fair rules of using the platform  
•  appreciating even no smaller achievements  
•  no comparisons with other users 
•  technical, psychological, and pedagogical support at every stage of using the platform  

 
 

2.2.6. Putting principles into practice 

 

The creators of educational platforms should consider the complexities, possibilities and needs of 
implementing the principles of education discussed here. Thanks to these principles, education will be more effective 
and friendly to learners and educators. These principles should be implemented by fully exploring the technical 
possibilities of platforms, using modern teaching methods and teaching aids. 

The implementation of the principles of education on educational platforms is a bit more demanding than in 
stationary education. This is mainly due to the anonymity of platform users and the lack of knowledge of educators about 
their previous educational experiences. Therefore, it is important that the users of the eMEDIATOR platform have 
pedagogical and psychological support in the form of the possibility of consultation with the educator. Users’ awareness 
that they are not left alone with technology can reduce fears related to educational failures and improve the quality of 
education. 

 
	

2.3 LEARNING DELIVERY BY THE RECENT METHODOLOGICAL SOLUTIONS 
	

2.3.1. The Four-Dimensional Instructional Design – new delivery model 
 

A conceptual framework for designing educational activities is essential when applying state-of-the-art 
solutions, such as informatics or virtual reality tools. This topic incorporates human-computer interaction (HCI) aspects 
and pedagogical and psychological theories, concepts, and models. We propose a new approach to instructional design 
(ID) for online courses and virtual reality training. 

 
2.3.1.1. Introductory Remarks: Instructional Design and Human-Computer Interactions Design 

 
The e-Mediator project can be designed according to a user-centred design (UCD), which is among the most 

popular design philosophies, according to which users must take centre stage in the design of any computer system. The 
requirements and limitations of a given solution are articulated by users, designers, and technical practitioners. Work on 
user interfaces must adhere to specific principles regarding display design and methodology. Perceptual, mental, 
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attention, and memory principles are described in An Introduction to Human Factors Engineering [9]. Several perception 
principles can be applied to displays, such as legibility or audibility, top-down processing, redundancy gain, and the use 
of discriminable elements. The mental model principle applies to attention and memory; it involves realistic 
representations and moving elements according to the user's mental model. There are a number of principles based on 
attention, including the principle of proximity compatibility, the principle of multiple resources, and the principle of 
minimizing information access and interaction costs. Memory can be replaced with visual information using three 
principles: knowledge of the world, predictive aids, and memory consistency. The principles of HCI design are applied to 
ID to design intuitive and understandable interactions. The HCI principles can be incorporated into ID models if the digital 
resources are developed from the beginning. 

An essential aspect of HCI is that it considers not only perceptual and cognitive factors of interactions but also 
their motor components. Based on a focus on perceptual and motor aspects of the interaction [10], we can develop an 
ID process that recognizes a psychomotor dimension of learning. To accomplish this, it is crucial to investigate a learning 
theory which intends to provide a comprehensive and integrated understanding of learning. 

 
2.3.1.2. Cognitive, Emotional, Social and Psychomotor Dimensions of Instructional Design 
 

Contemporary learning theories assume that learning is a three-dimensional process involving cognition, 
emotions, and social interactions [11]. Cognition refers to knowledge and skills, emotion to feelings and motivations, and 
social to communication and cooperation. According to the concept, one dimension may predominate in the learning 
process, but the other two are always present. Cognition, emotions, and environment are placed at the top of Illeris's 
triangle inverted. 

Since HCI focuses on motor-related aspects of interactions, we can propose an extended version of the 
approach [12], which focuses on physical movement and coordination in designing learning activities. In Bloom's 
taxonomy of educational objectives (1956), the psychomotor domain was included in addition to the cognitive and 
affective domains [13]. Romiszowski (1993) (Message Design for Psychomotor Task Instruction) [14] adapted it to e-
learning activities based on theories developed by Dave (1970) [15], Simpson (1972) [16], and Harrow (1972) [17]. 

As the central nervous system controls motor learning and knowledge, Illeris includes them in the cognition 
dimension [11]. Because of the specific nature of learning in a virtual environment, a diversity of learning activities 
requires taking into account a separate dimension, such as touching or moving. The goal of extending this theory to 
instructional design in virtual reality is to maintain a balance in the design of activities. This approach may also serve as 
an evolved version of instructional design, a Learning Experience DesignTM (LX or LX Design), a synthesis of instructional 
design, educational pedagogy, neuroscience, social sciences, design thinking, and user experience (UE) or user interface 
(UX) design. Table 1 presents examples of instructional design based on four dimensions. 

As an advocate for users, an instructional designer creates intuitive solutions for learners to accomplish tasks 
effectively. These solutions are applicable to e-learning courses created in 2D, 3D, or other integrated learning 
environments, like VR. 
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Table 2.1. Exemplary tips for instructional design in four dimensions [18] 

Cognitive dimension Emotional dimension Social dimension Psychomotor dimension 

1) The content should 
be presented in small 
doses - bite-sized 
knowledge pills. 

2) Do not use 
unnecessary words 
that do not add value 
to the content. 

3) Utilize bookmarks 
containing short 
snippets of text, pop-
ups displaying 
content. 4) Provide 
examples to illustrate 
the content. 5) Make 
multimedia 
meaningful. 

6) The course difficulty 

should be graded. 

1) A friendly interface 
and visual appeal will 
ensure the course's 
visual appeal and 
intuitiveness 

2) Using intuitive and 
graphically refined 
templates, analyze the 
visual aspect of the 
course based on user 
experience design 

3) Provide illustrative 

examples to maintain 

interest in the content 

via visual aids. 

1) Support and 
facilitate social 
communication. 

2) Use the chat box or 
discussion forum to 
interact with other 
course participants. 

3) Establish contact 
rules and use friendly 
messages - ensuring a 
friendly relationship. 

4) Provide technical 
support to course 
participants. 

5) Provide opportunities 

for individual and group 

learning. 

1)The use of 
technology, such as 
Kinect or smart 
accessories, can be 
used to provide an 
adequate number of 
repetitions of an 
issue. 

2) Design a task so that it 

differentiates between 

activity in a virtual space, 

e.g. drag and drop items, 

find words or objects, 

select words or objects, 

type words, grab objects 

in VR, move your 

position, run, etc. 

 

2.4 LEARNING DELIVERY BY THE MOST COMMMON TECHNICAL SOLUTIONS 
	

2.4.1. 2D e-Learning Platforms 
 

An e-learning platform is an online system for developing and distributing content; a Learning Management 
System (LMS) or Learning Content Management System (LCMS) is an e-learning platform. It provides learners access to 
suitable courses and resources through e-learning management facilities. By contrast, Learning Content Management 
Systems (LCMS) provide course developers with appropriate tools for creating e-learning content. As one of the most 
popular 2D platforms, Moodle (Modular Object-Oriented Dynamic Learning Environment) provides educators, 
administrators, and learners with a robust, secure, and integrated system for creating personalized learning 
environments [19]. As another example of an LMS that supports learning content management, collaboration, 
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communication, evaluation, and assessment functions, ILIAS (Integrated Learning, Information, and Work Cooperation 
System) is based on the German language. 

Creating short, informative chunks of knowledge and aggregating them into smaller parts based on the rule of 
grading difficulty and highlighting important information while hiding less critical information can be used to achieve a 
cognitive dimension through designing activities. A click on an interactive picture switch to more detailed information 
after the highlighted words serve as visual anchors. A second dimension is emotions, which involves liking or disliking the 
course's visual properties (colours, shapes, video elements, interactive elements). Information gathered through 
a consistent template must be presented attractively and engagingly. The social dimension, which involves building 
collaborative interactions, may be challenging to implement. A flat 2D platform does not allow students to interact 
naturally. Social interactions occur through the system's built-in communication tools, which are often text-based and 
text-heavy instead of problem-solving. A forum or chat will therefore be primarily responsible for the social dimension. 
In most cases, they are separate from course objects, which a tutor moderates. Because of the specificity of the learning 
environment, simplified tasks such as drag-and-drop exercises or object movement can be designed to realize the last 
dimension. 

 

2.4.2. Virtual Worlds – 3D Platforms 
 

Virtual worlds, or three-dimensional (3D) social platforms, are communication systems that permit 
multiple interactants to share a three-dimensional digital space, regardless of their physical location [20]. They 
are computer-simulated worlds that provide perceptual stimulation to the user, who can manipulate elements 
of the modelled world and experience some level of presence. These environments are engaging, collaborative, 
participatory and conducive to learning [21]. Various factors may be incorporated into virtual worlds to 
enhance learners' engagement in a course. Nevertheless, this kind of solution depends on learners' 
preferences and ages. Immersive technologies provide alternative environments for situated learning [22], 
based on the idea that students are more involved in learning when they interact with real-world problems or 
situations. As part of the immersive experience, various sensory inputs are employed (graphics, sounds, visual 
perceptions of moving through the environment, the ability to touch objects, and maps with location clues) 
and social communication layers [23]. This relates to the appearance of avatars in virtual worlds and the 
communication between objects via language and text. Second Life (SL) or Sansar, created by Linden Lab, are 
examples of 3D virtual islands. 

In such complex environments, ID is challenging; it requires setting goals and finding a balance 
between the types of activities. For the cognitive dimension, exemplary activities include conducting virtual 
experiments, which allow students to learn through mistakes or constructing the meaning of concepts through 
social interactions (which also relates to ID's social dimension). A meaningful animation or exploration of 
fantasy items with knowledge pills can provide the emotional component. Colours, shapes, blinking interactive 
objects, and in-world residency are the tools that stimulate learners' motivation; background music also 
encourages attention and interest in the course [24]. In this dimension, instructional designers must consider 
visual and aural aspects. In the social size, interactions involve design tools for in-world communication, such 
as group chat, instant messaging (IM), and voice communication. The interaction between 3D platforms and 
external social media can sometimes be transferred outside the platform. The interaction between students 
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and teachers increases motivation and reduces procrastination [25]. The SL interactions can be fully diversified 
in the ID process, which allows students' motivation to be easily controlled. In the last psychomotor dimension, 
the avatar moves (walks, runs, flies), or objects are constructed using the mouse. In addition, instructional 
designers must consider kinesthetic activities such as exploring new places and teleporting avatars over 
holodecks; these kinesthetic activities provide visual and auditory stimuli to learners. 

These dimensions, if balanced, provide balance in virtual world instructional design. 
 
 
 

2.4.3. Virtual Reality and VR Accessories 
 
A new approach to instructional design can be applied in training through virtual reality and 

appropriate accessories. Using VR goggles or simulators, users can move through virtual worlds as if they were 
real. Various genres of educational games may be used for their VR content. Other than that, VR can also be 
used as a vest to make immersive games. Even VR gym facilities can either make exercising more enjoyable or 
less like work [26]. There seems to be a dominant psychomotor component to the activities. When VR tools 
are combined with tools to practice specific skills, the psychomotor aspect is usually emphasized.  

As VR accessories are used more intensively, the psychomotor dimension appears to dominate. Thus, 
instructional designers must make sure that other tasks are assigned to other dimensions in order to maintain 
the balance between activities. As an example, the cognitive dimension could involve repeating tasks, grading 
the difficulty level, presenting content in 3D scenery, and exploring information through specific activities 
based on VR capabilities. Using appealing scenery, applying intuitive 3D objects to perform tasks, or illustrating 
the action with sound effects will achieve the emotive dimension. Immersion in a realistic setting increases 
attention and engagement in task completion. As part of the social dimension, virtual humans should interact 
with each other. For the psychomotor dimension, it is essential to emphasize that state-of-the-art solutions 
should be incorporated into the design of learning activities. In the synchrony condition, participants reported 
significantly higher levels of social closeness than in the non-synchrony condition [27]. E-Mediator should not 
ignore the findings when building its platform. 

 
 

2.5 CONCLUSIONS AND FURTHER IMPLICATIONS 
 
Learning scenarios based on the four-dimensional ID approach, which assumes a balance between 

cognitive, emotional, social, and psychomotor dimensions of learning, are more engaging for learners.  
When planning activities, designers may be able to make them more engaging and attractive by 

thinking about them through the lens of four-dimensional learning. In designing a lesson, for example, it is 
essential to ensure that there are concise instructions, a sufficient number of repetitions, a level of difficulty 
of the task, illustrations, sound, social learning opportunities, and kinesthetic activities. To design the course, 
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keeping the balance between these dimensions is essential. The choice of activities will depend on several 
conditions, such as the tool's functionalities, the course's purpose, the training content, and the group's needs. 

Designing activities in cyberspace will gain momentum in the future. It's not just about reaching a 
broader audience or saving money that entirely virtual university courses are on the rise. Implementing 
education in virtual spaces aims to create new interdisciplinary learning pathways since virtual resources can 
be updated, processed, modified, and merged quickly. In terms of virtual resource design and development, 
older and new technologies are typically integrated, and hybrid solutions are incorporated into the didactic 
process. A novel breed of software endless innovations is powered by immersive 3D virtual learning 
environments (supported by artificial intelligence) [28], which go beyond traditional e-learning platforms. 
When adapted into educational processes, these innovations require new approaches. It is possible to 
harmonize the design of courses with the author's approach to instructional design (or even its developed 
version, LX Design), which addresses the four dimensions of learning.  
	

2.6 eMEDIATOR – PRACTICAL CONSIDERATIONS FOR DESIGN 
	

From the teaching point of view, the optimal platform is an invisible one. Where all the space is dedicated 
exclusively to didactics. The platform should be a cost-effective environment for students, academics, scientists, and 
business as well. The platform should enable effective content administration and management, supported by the latest 
technologies. eMEDIATOR should also ensure comfortable work even at low Internet speeds. It may be strange, but high-
speed Internet is not a standard. It should also be remembered that the excess of content interferes with the teaching 
process! Sometimes less is better. 

A few practical comments can be made that reflect the essence of cost-effective solutions in the field of a 
modern educational platform: 

• eMEDIATOR should provide a friendly and cost-effective environment for all participants: students, teachers, 
and business. 

• eMEDIATOR should be open to new technologies in education and constitute a kind of HUB of the best 
solutions in this area. 

• One should strive to individualize teaching according to the student's preferences, supporting this AI process. 
• Automating platform management processes should be a priority. This will allow you to focus on the teaching 

process. 
• eMEDIATOR should provide a comprehensive solution for the preparation of the teaching process, its 

implementation, monitoring and reporting. 

The platform should also support security. In addition to data security, it should support the student in choosing 
a university (Erasmus) and be a source of reliable information. Therefore, eMEDIATOR should work hard in the 
background so that participants in the teaching process can concentrate on the educational goal! 

Therefore, eMEDIATOR should enable correct operation also without Internet access. For example, a student 
at a university synchronizes his software with the eMEDIATOR: downloads current tasks and materials. Outside the 
university, he or she works without the Internet, and after returning he sends completed tasks (re-synchronization). This 
solution is currently not available on other platforms, but very much needed by an Erasmus student abroad. This will 
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enable not only cost reduction, but above all, continuous access to the platform and teaching materials. So, studying 
comfortably all the time. Such functionality will effectively solve many problems and allow you to use time efficiently, 
e.g., when traveling to university and returning. 

Therefore, when creating the platform, we should use the latest achievements of new technologies. New 
technologies for teaching are developing very quickly and are becoming more and more user-friendly. The eMEDIATOR 
platform should be open to these technological achievements and use them skilfully and moderately. It is not about 
chasing technological novelties and fireworks but using cost-effective solutions. Importantly, all technologies should be 
compatible with the platform, maintaining the standards. This will ensure the continued use of already produced 
teaching materials and their updating. New technologies should also automate the process of information exchange, 
teaching monitoring and reporting. Artificial intelligence should support the individualization of teaching according to 
the student's preferences. Currently, new technologies are developing very intensively, and some of them can be used 
to build an educational platform: 

• Artificial Intelligence/ Machine Learning 
• Learning Analytics 
• Big data 
• Virtual Reality /VR, AR, MR/ 
• Learning Simulations 
• Video Streaming 
• Interactive Video 
• The Cloud 
• Hybrid Learning 
• Adaptive Learning Platforms 
• Automation /Zapier, Webhooks, Triggers/ 
• App-Based Learning 
• FlipGrid 
• Hybrid Learning 
• Blockchain 

The platform should support the didactic process by “intelligently” assuming time-consuming duties. The 
teacher will then have more time for teaching. New technologies have the potential to create tailor-made learning. The 
following technologies can be used for this: Artificial Intelligence/Machine Learning, Learning Analytics, Adaptive 
Learning Platforms, Big data.  

The student must feel comfortable despite the intensive work. Moreover, the acquired knowledge and 
competences should be effectively preserved. It's not about bombarding the student with news and replays. A better 
solution is to select the content of interest to the student, in accordance with the priorities of the lecturer. The platform 
should monitor the teaching process within the subject, build optimal teaching models. On this basis, the individualization 
of teaching should be based, in accordance with the student's time preferences (i.e. taking into account his daily 
schedule). The student should be skilfully motivated to work. All these tasks should be performed autonomously by the 
platform. The didactic goal should be achieved by the way, the most important thing is to awaken the student's passion 
and desire for self-development. Each of us is aware that the teaching content is far behind science which is developing 
very quickly. Therefore, it is very important to skilfully graduate the complexity of the teaching content so as not to 
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discourage or discourage the student. It is best to arouse his scientific curiosity when solving research problems that are 
important, e.g., in business (in cooperation with businesspeople) 

Selected tasks for which new technologies in this field can be used: 
• Analyzing the educational process on a general and individual level. Preparing and providing students with small 

portions of information; 
• Stimulating the effective repetition of the material in order to consolidate knowledge and improve competences; 
• Individualization of teaching according to the student's preferences, in particular taking into account the student's 

day plan; 
• Motivating the student to work, reminding about important deadlines; 
• Monitoring student works in terms of their originality - fight against plagiarism; 
• Proposing educational content to the student, according to his / her interests; 
• Supporting the content management process; 
• Support for the platform management process. 

New technologies also offer the possibility of being immersed in a digital environment. The following 
technologies can be used for this: Virtual Reality /VR, AR, MR/, Learning Simulations. It is a completely different 
environment that affects almost all senses. The digital environment offers opportunities not available in classical 
education or prohibited (by law, safety regulations). Thanks to this, the student can learn without consequences from 
his own mistakes. It is not always painless learning, because there are now also interfaces for pain sensing! Learning in a 
digital environment is extremely engaging for the student. 

The potential uses of virtual reality in education are endless. The teacher's creativity is paramount. You can 
prototype solutions, conduct scientific experiments or create your own digital avatar. You can enter a virtual nuclear 
reactor and observe the reactions taking place in it. The role of the MEDIATOR will be to combine these technologies. It 
will also be important to create repositories of tools for the teacher and student. This includes access to software, 
multimedia materials, databases, and instructions and guides as needed. 

Currently, there are many teaching materials available, but with commitment you can create them yourself. It 
is not about creating complex applications, but a visual representation of the taught content. The following technologies 
can be used for this: Video Streaming, Interactive Video. After all, a short video can explain the essence of the problem 
better than long and complex scientific arguments. On the other hand, advanced, dedicated teaching software can be 
created as part of didactics at IT faculties - implemented as part of team student projects. 

The e-Mediator platform should be a didactic HUB that integrates new technologies for education. It is not 
about all the novelties, but only effective and useful technologies: Automation /Zapier, Webhooks, Triggers/, The Cloud, 
Hybrid Learning, App-Based Learning, FlipGrid. 

There should be an educational software repository with dedicated instructions for use, educational materials, 
studies, and multimedia materials. In short, everything that is needed in the didactic process. Teachers should have 
access to user-friendly and proven software so that they can quickly and efficiently prepare didactic materials on their 
own, or modify previously developed ones. 

The eMEDIATOR platform should relate to the University's management system, with the timetable. The 
platform should enable efficient communication using social media. It should be a place of distribution of educational 
materials on various types of devices in formats adapted to the recipient's Internet speed. Many of these activities should 
be automatic so as not to involve the teacher who should focus on teaching. 
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Motivation and a personal example are very important in teaching. Therefore, close cooperation with business 
on solving important practical and scientific problems will be very motivating. The eMEDIATOR platform will enable 
cooperation with the use of an intelligent search engine, which will allow the business to find people with the desired 
competencies. On the other hand, students will be able to search for a suitable placement, internship and contact the 
POC in the enterprise. The platform will enable efficient contact between universities and business in projects related to 
solving current problems in business. Working in these projects will enable students to acquire specialized competences 
and contact business. It will be a big attribute when looking for a job in the industry after graduation. Businesses 
interested in acquiring graduates with specific competences will also have an impact on the content of education. This 
will enable, for example, the implementation of diploma theses on utilitarian problems with the support of business 
specialists. 

	
Figure 2.4. A model of cooperation with businessmen at subsequent levels of education at a university. 

	

The last and most important thing is safety. It is about data security as well as data reliability. Data security can 
be supported by the latest technologies. Teachers should be aware of the dangers, for example, during data transfer, 
and take appropriate preventive actions beforehand, e.g. make the appropriate software configuration during a video 
conference. The security of repositories and processed data is important. Under no circumstances can the emitter be a 
security hole through which hackers can break in. Meeting places in virtual reality should be available only to authorized 
persons, e.g. with an individual password. 

Security in the real world is even more important. Here, the platform will also be helpful. When planning a trip, 
a student, an Erasmus program participant, must choose the best university for him / her based on reliable information. 
It is about comprehensive knowledge that allows not only to choose a university, but also to prepare for departure, 
travel, stay and return. 
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3 . A3.3. Development of the model of academic and non-

academic resources (TTI) 

 

3.1 INTRODUCTION 
	

The	effective	functioning	of	the	developed	model	of	the	educational	ecosystem	is	possible	only	through	the	use	of	

open	information	resources.	

Open	educational	resources	(OER)	as	a	term	have	been	actively	used	since	its	first	use	at	the	UNESCO	conference	

in	2002.	As	a	rule,	the	term	open	educational	resources	means	the	free	use	of	academic	and	scientific	information,	

including	its	distribution	and	editing	(D'Antoni,	2009;	Hilton,	Wiley,	Stein,	&	Johnson,	2009;	Plotkin,	2010;	Wiley,	

2009).	

UNESCO	(2007,	2010)	describes	the	concept	of	open	educational	resources	as	all	kinds	of	educational	materials	

that	can	be	used	by	users	without	payment	in	any	form	(Butcher,	2011).	Open	educational	resources	have	received	

close	 attention	 in	 connection	with	 the	 development	 of	 distance	 learning.	Many	 researchers	 and	 international	

organizations	note	the	significant	positive	impact	of	open	educational	resources	on	the	methodology	and	content	

of	education	systems	(UNESCO,	2010).	

Margulis	 (2005)	developed	 the	 open	education	 resources	 for	 open	 courses	withi	 the	 frame	of	MIT	 education	

activities.	The	model	includes	content,	instruments	and	distribution	resources.	

Anderson	(2009)	noted	that	for	the	effective	use	of	open	educational	resources,	it	is	necessary	to	combine	the	

various	components	of	the	pedagogical	process,	both	the	main	ones	and	the	auxiliary	ones	that	provide	them.	

Conol	 and	 Alevisou	 (2010)	 described	 various	 resource	models	 used	 in	 distance	 learning	 and	 the	 theoretical	

approaches	underlying	their	application.	Diallo,	Wangeci,	and	Wright	(2012)	described	an	environment	of	 the	

model	that	combines	the	possibilities	of	joint	learning	activities	(creation,	management,	distribution)	using	open	

educational	resources.	This	approach	is	based	on	the	needs	of	competence	development,	regardless	of	the	regional	

and	cultural	characteristics	of	the	trainees.	

The	use	of	OER	leads	to	a	rethinking	of	the	content	of	university	education,	to	the	technology	and	methodology	

for	developing	 information	materials	 for	courses,	 their	distribution	and	reuse	(Conole	&	Culver,	2009;	Lane	&	

McAndrew	2010,	McAndrew,	2010).	Lane	and	McAndrew	(2010)	explore	the	systemic	nature	of	open	educational	

resources	and	how	they	can	be	applied	to	hands-on	learning.	

The	paper	(Khanna	and	Basak,	2013)	proposes	an	OER	architecture	that	can	combine	the	main	components	of	the	

practical	use	of	distance	learning	methods	in	educational	organizations	of	various	types.	The	main	element	of	the	
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proposed	architecture	 is	 a	web	portal	 containing	a	 set	of	databases,	 knowledge	bases	and	other	 repositories,	

which	together	simplify	the	provision	of	information	during	the	educational	process	as	part	of	distance	learning.	

	

3.2 OER ARCHITECTURE FRAMEWORK 
	

An	analysis	of	well-known	works	devoted	to	the	study	of	OER,	as	well	as	taking	into	account	the	target	tasks	of	

the	portal,	allows	us	to	formulate	the	general	architecture	framework	of	the	OED	model.	

The	 structure	 of	 architecture	 (Fig.	 3.1)	 contains	 vertical	 components:	 academic,	 pedagogical,	 managerial,	

financial,	technological	and	ethical	(Khan,	2001).	These	vertical	components	are	structured	into	horizontal	levels:	

management	 support	 systems,	 IT	 infrastructure	 and	 services,	 online	 teaching	 and	 learning,	 open	 content	

development	and	maintenance,	and	student	assessment	and	evaluation.	

	

	
Figure 3.1: OER architecture framework 

	

	

The	indicated	basic	architecture	of	interconnected	components	of	open	resources	can	be	used	as	the	basis	for	the	

demo	portal	being	developed.	

The	content	of	the	main	components	of	the	architecture	is	shown	in	Table	3.1.	
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Table 3.1: The content of the main components of the framework 

	
The	key	component	areas	and	support	services	of	the	framework	is	shown	in	Table	3.2.	

Table 3.2: The key component areas and support services of the framework 
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3.3 KNOWLEDGE AND INFORMATION BASE 
	

As	a	basic	development	strategy,	the	following	stages	of	creating	the	components	of	the	knowledge	base	and	other	

open	information	can	be	proposed:	

• A	self-developing	dynamic	collection	of	national	and	international	information	resources	on	all	
components	is	created.	

• A	database	of	open	information	on	pedagogy	is	being	created.	
• A	database	of	open	sources	of	research	activity,	correlated	with	academic	topics,	is	being	created.	
• A	database	of	experts	from	the	business	community	is	being	created	who	are	interested	in	disseminating	

their	information	and	who	can	create	open	academic	content.	
• A	repository	of	academic	learning	resources	of	learning	objects	is	created.	

	

All	 open	 information	 resources	 placed	 in	 the	 repository	 are	 accompanied	 by	 a	 lot	 of	 metadata	 containing	

additional	 information	(copyrights,	 licenses,	source	 location	of	 the	resource,	etc.),	which	helps	 to	 increase	 the	

speed	and	efficiency	of	searching	for	the	necessary	information	on	the	portal.	

The	open	resources	of	the	portal	may	include	all	types	of	information	resources:	text	and	audiovisual	materials,	

specialized	interactive	learning	tools,	webinars,	teleconferences,	and	others.	

The	main	advantages	of	using	OER	within	the	framework	of	the	developed	model	of	the	educational	ecosystem	

are	as	follows:	

1. Accessible	educational	content	allows	it	to	be	used	by	all	categories	of	users,	while	the	pedagogical	
component	can	focus	on	developing	the	most	appropriate	teaching	methods,	and	not	on	creating	the	
actual	content.	

2. It	is	advisable	to	use	an	open	license	as	a	copyright	for	open	educational	resources	developed	as	part	of	
the	development	of	the	portal.	This	will	expand	the	audience	of	users	and	democratize	the	possibility	of	
a	more	active	and	wider	use	of	the	content	of	the	portal.	

3. The	use	of	full	information	resources	under	an	open	license	provides	several	advantages	in	ensuring	an	
effective	educational	process:	
• Trainees	save	time	searching	for	complete	(rather	than	annotated)	and	most	informative	

information	resources,	including	multimedia.	This	does	not	require	scanning	and	searching	through	
the	entire	information	space	of	the	Internet	but	limits	it	to	the	already	selected	and	most	effective	
information	materials	of	the	portal	itself.	

• Students	can	share	and	collaborate	on	the	same	resources,	creating	a	better	platform	for	cooperative	
forms	of	learning.	

• Learners	can	receive	detailed	ranked	information	with	previous	user	ratings	before	choosing	
courses	and	using	information	resources.	

• In	the	process	of	use,	students	can	form	feedback	with	requests	for	additional	information	or	an	
indication	of	the	aging	of	the	content	of	certain	types	of	information,	which	ensures	their	self-
renewing	updating.	
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3.4  CONCLUSION 
	

The	proposed	 structure	of	 open	 resources	will	 ensure	 the	 standardization,	 efficiency	 and	effectiveness	of	 the	

educational	process,	creating	a	single	information	platform	for	a	long-term	self-renewing	process	of	functioning	

of	 all	 the	 basic	 components	 of	 the	 educational	 ecosystem	 model	 being	 developed	 and	 the	 demo	 portal	

implementing	it.	
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4 . A3.4 Development of the model for job application 

support. (UMU) 

 
	

This	section	presents	a	basic	mechanism	to	support	the	accuracy	of	recruitment	processes.	A	proposal	to	facilitate	

the	 match	 between	 the	 competences	 obtained	 by	 work	 candidates	 during	 their	 academic	 stage	 and	 the	

competences	demanded	in	a	job	position	is	described.	In	addition,	a	validation	of	a	competence	model	built	on	the	

basis	of	the	harmonisation	of	competence	standards	along	with	skill	and	knowledge	models	is	carried	out.	

4.1 CURRENT SCENARIO 
	

The	job	search	can	be	a	complicated	experience.	On	the	one	hand,	recruiting	companies	have	to	deal	with	heavy	

workloads,	sifting	through	CVs.	On	the	other	hand,	the	candidate	has	to	go	through	the	uncertainty	of	knowing	

whether	 the	 profile	 will	 be	 a	 good	 match	 for	 the	 job.	 The	 digitalisation	 of	 recruitment	 has	 brought	 new	

opportunities	 for	 both	 sides.	 In	 the	 first,	 companies	 can	 search	 for	 specific	 profiles	 and	 filter	 automatically	

candidates.	In	the	second,	workers	can	apply	for	jobs	all	over	the	world.	

Interaction	between	employee	and	employer	is	at	hand.	However,	there	are	still	shortcomings	when	it	comes	to	

selecting	 the	most	suitable	candidate.	As	an	example,	 soft	 skills	considered	on	a	paper	without	actually	being	

demonstrated	in	a	real	scenario	can	lead	to	inaccuracies	in	the	recruitment	process.	Consequently,	job	application	

actions	should	be	improved	by	having	precise	recruitment	methods	in	place	(Gürtzgen,	Lochner,	Pohlan,	&	van	

den	Berg,	2021).	

After	an	overall	reduction	in	employment	during	the	months	of	greatest	impact	of	the	pandemic,	there	has	been	a	

recovery	in	the	number	of	digital	job	vacancies	published	by	European	countries	since	2021.	By	the	end	of	2021	

in	Spain,	the	total	number	of	digital	job	offers	had	grown	by	21%	compared	to	2020,	and	this	figure	was	29%	

lower	compared	to	20191.	This	trend	shows	a	recovery	of	the	situation.	

The	European	Union	(EU)	has	promoted	initiatives	to	strengthen	the	labour	market.	In	particular,	the	European	

Employment	Strategy	focuses	on	four	key	domains:	boosting	labour	demand,	improving	competences	to	reduce	

gaps	in	education	systems,	improving	the	functioning	of	labour	markets	and	providing	equal	opportunities	for	

all2.	It	is	on	the	objective	3	where	the	focus	of	this	work	lies.	

	
1	https://www.jobmarketinsights.com/jmi-area/Landing	
2	https://ec.europa.eu/social/main.jsp?catId=101&intPageId=3427	
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The	aforementioned	strategy	is	succeeding	in	reducing	the	rate	of	early	school	leavers.	According	to	data	collected	

by	Eurostat,	in	2021	this	rate	has	decreased	for	both	males	and	females.	In	particular,	the	overall	rate	fell	to	13.3%	

in	Spain.	In	addition,	the	decrease	was	more	pronounced	among	women	with	9.7%	compared	to	16.7%	among	

men.	 In	 the	 EU	 this	 rate	 stood	 at	 10.0%	 by	 20203.	 To	 make	 this	 happen,	 prevention,	 intervention	 and	

compensation	measures	have	been	followed.	Prevention	measures	address	structural	 issues	that	could	lead	to	

early	abandonment.	On	the	other	hand,	intervention	measures	tackle	the	issues	students	face	by	enhancing	the	

quality	of	instruction	and	offering	tailored	support.	Finally,	compensation	measures	give	opportunities	to	get	a	

degree	for	those	who	prematurely	quit	their	studies	(Network	&	Training,	2014).	These	initiatives	are	important	

in	order	to	make	the	labour	market	more	effective	(Gürtzgen,	Diegmann,	Pohlan,	&	van	den	Berg,	2021).	

The	EURES	(EURopean	Employment	Services)	network	is	another	example	on	improving	the	labour	market	by	

the	EU.	Its	purpose	is	the	cooperation	with	the	State	Public	Employment	Services	of	all	the	member	countries.	In	

addition,	the	network	is	responsible	for	providing	citizens	with	information,	counselling	and	recruitment	services.	

The	 EURES	 job	 portal	 has	 approximately	 4	million	 vacancies	 as	 of	 October	 2022.	 Apart	 from	 that,	 there	 are	

nowadays	a	multitude	of	online	platforms	specialised	in	job	search.	Indeed	and	Monster	are	considered	the	best	

overall4.	

Traditionally,	study	selection	has	been	based	on	students'	academic	preferences	(Subu	et	al.,	2022).	However,	the	

future	students	are	not	really	aware	of	what	studying	a	degree	entails	in	terms	of	competences	(Sakamoto,	2022).	

The	degrees	courses	offered	by	universities	vary	 from	one	 to	another,	but	 the	 training	should	respond	 to	 the	

employment	 curiosities	 of	 university	 graduates.	 It	 is	 therefore	 desireable	 that	 academic	 courses	 can	 be	

constructed	according	 to	 the	 competences	 that	 students	wish	 to	acquire	 (Gleason	et	 al.,	 2021).	 In	 this	way,	 a	

double	objective	could	be	achieved.	On	the	one	hand,	students	may	be	more	satisfied	with	the	training	they	have	

received,	 especially	when	 applying	 for	 a	 job	 that	 suits	 their	 tastes.	 On	 the	 other	 hand,	 there	may	 be	 greater	

accuracy	when	companies	carry	out	recruitment	events,	which	could	result	in	the	satisfaction	of	employers	at	the	

same	time	by	observing	greater	coverage	of	the	skills	demanded	in	the	job	offer	(Thomas	et	al.,	2022).	

The	work	in	this	manuscript	consists	of	the	following	sections.	Section	5.2	describes	the	validation	of	the	model	

with	the	steps	carried	out	and	the	proposed	refinements	to	the	competence	model.	Section	5.3	sets	out	a	basic	

taxonomy	that	could	be	used	to	categorise	competences	and	make	more	effective	use	of	the	model.	Section	5.4	

details	the	proposed	mechanism	for	finding	out	the	percentage	coverage	of	a	job	offer	against	a	syllabus	in	terms	

of	competences.	Finally,	Section	5.5	outlines	some	conclusions	and	future	work.	

4.2 MODEL VALIDATION 
	

	
3	https://umubox.um.es/index.php/s/iWXunnVm4VIzudM	
4	https://www.thebalancemoney.com/top-best-job-websites-2064080	
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As	aforementioned,	the	starting	point	is	a	competence	model	based	on	the	competence	standards	IEEE	1484.20.1	

(IEEE,	2008)	and	CWA	16655-1	(European	Commitee	for	Standardization,	2013),	the	Skills	Framework	for	the	

Information	Age	(SFIA)	model	(available	at	sfia-online.org)	and	the	Technological	Pedagogical	Content	Knowledge	

(TPACK)	model	(available	at	tpack.org).	The	model	is	divided	into	4	dimensions	based	on	those	proposed	in	the	

European	Digital	Competences	Framework	(DigComp)	(Carretero,	Vuorikari,	&	Punie,	2017).	The	dimensions	of	

the	model	are	the	following:	dimension	1,	context/areas	of	competence;	dimension	2,	competence	descriptors	and	

titles;	dimension	3,	competence	levels;	and	finally,	dimension	4,	knowledge	and	skills.	This	model	was	built	with	

the	 purpose	 of	 representing	 competences	 in	 e-Learning	 digital	 systems,	 enabling	 the	 easy	 distribution	 of	

competences	by	electronic	means.	Ошибка!	Источник	ссылки	не	найден.	shows	the	attributes	of	each	one	of	

the	dimensions	in	the	model.	

	

Table	4.1	Simplified	version	of	the	competence	model	

DIMENSION	1	 Degree	name	 	 Scale	
	 § Certificate	level	 	 § Max	scale	
	 § Know-Skill	pair	 	 § Min	scale	
	 § Keywords	 	 § Scale	threshold	
DIMENSION	2	 § Competence	identifier	 	 § Years	of	experience	
	 § Title	or	name	 DIMENSION	4	 § Skill	name	
	 § Description	 	 § Code	
	 § Definitions	 	 § Description	
	 § Extra	identifier	 	 § Autonomy	
	 § Abbreviations	 	 § Business	skills	
	 § Date	of	creation	 	 § Influence	
	 § Date	of	modification	 	 § Complexity	
	 § Validation	start	date	 	 § Knowledge	
	 § Date	of	issue	 	 § Skill	level	name	
	 § Author	 	 § Skill	level	number	
	 § Topics	 	 § Cognitive	soft	skill	
	 § Credits	 	 § Affective	soft	skill	
	 § Level	 	 § Psychomotor	soft	skill	
	 § Version	 	 § Roled-based	hard	skill	
	 § Explicit	metadata	 	 § Skill-based	skill	
DIMENSION	3	 § Level	 	 § Technology	Knowledge	
	 § Max	level	 	 § Pedagogy	Knowledge	
	 § Min	level	 	 § Content	Knowledge	
	 § Level	threshold	 	 § Combination	
	

After	 a	 general	 analysis	 of	 the	 main	 sources	 of	 competences,	 it	 was	 considered	 appropriate	 to	 carry	 out	 a	

validation	of	the	model.	The	aim	of	this	task	was	multiple.	On	the	one	hand,	the	attributes	proposed	in	the	model	

were	checked	to	see	whether	they	are	sufficient	to	represent	a	competence.	On	the	other	hand,	it	showed	whether	
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there	are	unnecessary	or	repeated	attributes.	Finally,	it	allowed	to	propose	improvements	that	can	lead	to	a	more	

effective	management	of	the	competences	in	the	model.	

The	validation	of	the	competence	model	consisted	of	the	following	steps.	Firstly,	syllabus	in	the	field	of	Project	

Management	and	Software	Engineering	were	taken.	In	addition,	information	was	collected	from	job	offers.	From	

both	 sources,	 competences	 were	 obtained	 for	 analysis	 (step	 1).	 On	 the	 other	 hand,	 a	 basic	 competence	

management	mechanism	was	proposed	based	on	the	handling	of	Knowledge-Skill	pairs	(attribute	Know-Skill	pair	

at	 Ошибка!	 Источник	 ссылки	 не	 найден.)	 along	 with	 the	 generation	 of	 labels	 (attribute	 Competence	

identifier	at	Ошибка!	Источник	ссылки	не	найден.)	for	the	identification	of	competences	(step	2).	Finally,	the	

textual	descriptions	of	competences	were	transferred	to	the	model,	together	with	the	Know-Skill	pairs	and	the	

labels	(step	3).		Figure	4.1	depicts	the	iterativity	of	these	steps.	

	
Figure	4.1.	Steps	for	the	validation	of	the	compente	model	

	

4.2.1 VALIDATION STEPS 
	

The	steps	mentioned	in	the	previous	section	are	explained	in	more	detail	below.	These	steps	apply	to	existing	

competence	sources	such	as	syllabus	and	job	offers.	 In	addition,	they	can	be	applied	to	textual	descriptions	of	

competences	made	during	the	completion	of	the	model.	

STEP	#1:	

In	the	first	step	it	was	necessary	to	evaluate	sentence	by	sentence	whether	the	textual	descriptions	contained	in	

the	syllabi	and	in	the	job	offers	had	academic	competences.	This	task	could	be	performed	automatically	or	semi-
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automatically	with	the	assistance	of	a	user.	In	particular,	sentence	separation	is	a	basic	task	that	does	not	present	

any	difficulty.	However,	it	is	in	the	detection	of	competences	in	sentences	that	complications	may	arise.	

In	section	5.1	Job	Skill	Fundamentals	of	the	manuscript	5.A2.5.2.	Development	of	model	for	competence-based	job	

skill	building	(UM)	it	was	stated	that	competence	is	a	sum	of	a	definition	of	skill	and	knowledge	(Competence	=	

Skill	+	Knowledge).	In	fact,	it	is	common	to	find	in	the	definition	of	competences	both	components	as	a	block.	Some	

examples	of	competences	defend	this	result:	"Building	functional	and	technical	requirements",	"Mentoring	other	

engineers	in	Software	Engineering",	etc.	In	both	cases	the	verbs,	to	build	and	to	mentor,	are	naming	skills,	which	

are	practical	qualities	that	people	acquire	over	time	through	practice,	commitment	and	exposure	to	others	(Frezza	

et	 al.,	 2018).	 On	 the	 other	 hand,	 the	 remaining	words,	 "functional	 and	 technical	 requirements"	 and	 Software	

Engineering,	define	concepts	of	knowledge,	which	is	related	to	the	mastery	of	fundamental	ideas	and	subjects	in	

order	to	achieve	cognitive	or	intellectual	qualities	(Frezza	et	al.,	2018).	This	basic	idea	could	be	used	as	a	guide	to	

detect	competences	in	sentences.	

	
Figure	2	Sentences	and	competences	extraction	from	a	job	offer	

	

Competences	can	be	worded	in	very	different	ways	depending	on	the	author's	style.	It	may	be	the	case	that	the	

meanings	of	two	competences	are	very	similar,	despite	being	worded	differently.	The	use	of	synonyms	generates	
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this	kind	of	situation,	"Teaching	Software	Engineering"	vs	"Explaining	Software	Engineering".	The	extraction	of	

the	concept	of	each	competence	is	fundamental	so	that	they	can	be	distinguished	with	precision	from	each	other.	

The	use	of	Natural	Language	Processing	(NLP)	techniques	could	allow	this	step	to	be	automatic	or	semi-automatic	

as	 well	 (see	 Ошибка!	 Источник	 ссылки	 не	 найден.).	 These	 techniques	 offer	 computationally	 efficient	

mechanisms	that	facilitate	human-machine	communication	by	means	of	natural	language.	The	models	being	used	

in	 this	 technologies	 emphasise	 human	 cognitive	 processes	 for	 language	 comprehension.	 Moreover,	 these	

techniques	include	machine	learning	algorithms	for	language	processing,	which	represents	a	significant	advance	

in	this	field	that	can	be	exploited	in	this	type	of	repetitive	tasks.	Some	of	the	most	common	NLP	techniques	that	

could	be	used	are	showed	in	Figure	4.3	Natural	language	processing	techniques	

	

.	

	
Figure	4.3	Natural	language	processing	techniques	

	

STEP	#2:	

The	word	pairs	Knowleged-Skill	were	then	constructed	for	management	purposes.	These	word	pairs	have	the	

quality	of	representing	in	natural	language	the	concept	of	competence	in	a	very	summarised	form.	In	this	task	the	

ideas	aforementioned	in	step	1	were	taken	into	account.	These	are,	the	verb	defines	the	skill	and	the	noun	the	

knowledge.	When	selecting	the	noun	to	represent	the	knowledge	it	is	important	to	consider	the	word	that	has	the	

most	communicative	power.	If	necessary,	two	words	can	be	used	instead	of	one	to	be	more	specific	in	defining	the	

skill	and	the	knowledge.	In	case	a	competence	has	no	skill	or	knowledge,	three	dots	are	written	in	its	place.	A	slash	

separates	the	two	components.	

http://monkeylearn.com/blog/natural-language-processing-techniques 
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Storing	 the	 concept	 of	 competence	 and	 associating	 it	 with	 Knowledge-Skill	 pairs	 is	 important	 for	 effective	

competence	management.	This	technical	requirement	could	be	covered	by	the	NLP	techniques	shown	in	Figure	2.	

Additionally,	 a	 competence	 labelling	 mechanism	 was	 proposed	 to	 strengthen	 competence	 management.	 The	

labelling	is	built	with	the	first	letter	of	the	skill	and	the	first	letter	of	the	knowledge.	In	addition,	an	incremental	

number	is	added,	and	its	value	depends	on	whether	both	letters	have	been	used	previously.	When	a	competence	

has	only	skill	or	knowledge,	a	letter	is	used	in	the	label	along	with	the	incremental	number.	Some	examples	of	step	

2	can	be	seen	in	Figure	4.2.	

STEP	#3:	

The	 information	 gathered	 in	 the	 previous	 steps	 was	 used	 to	 fill	 in	 the	 competence	 model	 (see	 Ошибка!	

Источник	ссылки	не	найден.).	This	step	made	it	possible	to	detect	the	strengths	and	weaknesses.	In	particular,	

in	Dimension	1,	related	to	the	context/area	of	competence,	the	Know-Skill	pair	attribute	was	filled	in.	All	other	

attributes	remained	empty	in	most	cases.	In	Dimension	2,	with	attributes	to	define	a	competence,	the	following	

attributes	were	mainly	filled	in:	competence	identifier,	with	the	label	generated	in	the	previous	step;	description,	

with	the	whole	textual	description	of	the	competence;	and	in	cases	where	sufficient	information	was	provided	in	

the	syllabus	or	in	the	job	offers:	Extra	identifier,	Author,	Topics,	Credits,	Level.	The	subject’s	code	was	added	in	

the	Extra	identifier.	In	the	Author	attribute,	the	professor’s	or	the	company’s	name	were	filled	in.	In	Topics,	related	

subjects	that	appeared	in	the	syllabus	were	entered.	In	the	variable	Credits	the	number	of	subjects’	hours	was	

collected,	and	finally,	in	level,	whether	the	subject	was	a	first,	middle	or	last	year	subject.	

	
Figure	4.2	Some	examples	of	Knowledge-Skill	pairs	along	with	their	labels	

	

In	Dimension	3,	related	to	the	level	of	competence,	the	attributes	that	were	mainly	filled	in	were	the	following,	

Level	and	Years.	Finally,	the	attributes	of	Dimension	4	were	the	most	frequently	used.	In	Code,	the	labels	of	the	
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competences	with	skills	were	written.	The	variable	Description	stored	all	the	text	of	the	competence	with	skill.	All	

competences	with	skill(s)	were	copied	back	into	the	attributes	Autonomy,	Business	skills,	Influence,	Complexity,	

Cognitive,	 Affective,	 Psychomotor,	 Roled-based,	 Skill-based	 depending	 on	 their	 meaning.	 The	 knowledge	

component	 and	 the	 competences	 with	 only	 this	 component	 were	 split	 between	 the	 attributes	 Technology,	

Pedagogy,	Content	and	Combination.	

4.2.2 MODEL REFINEMENT 
	

After	 carrying	out	 the	validation	process,	 some	 conclusions	were	obtained	 in	order	 to	 refine	 the	 competence	

model.	The	variable	Level	is	repeated	in	both	Dimension	1	and	2.	Since	Dimension	2	is	specific	to	the	experience	

and	level	of	the	competence,	it	was	proposed	to	remove	this	attribute	from	Dimension	1.	On	the	other	hand,	it	is	

common	to	find	in	job	vacancies	competences	where	years	of	experience	are	required.	This	information	fits	with	

the	meaning	of	the	variable	Years	in	Dimension	3.	However,	sometimes	the	number	of	years	is	not	implied	but	the	

importance	 of	 having	 a	 specific	 competence	 is	 emphasised.	 Some	 examples	 show	 this	 idea:	 "programming	

experience	with	at	least	one	software	programming	language",	"experience	designing	and	implementing	RESTful	

APIs	at	scale"...	It	was	proposed	to	add	the	attribute	General	at	the	same	level	as	Years	so	that	this	type	of	situations	

can	be	covered	in	the	model.	

The	Dimension	4	variables	Skill	name,	Skill	code	and	Description	were	considered	unnecessary	as	this	information	

was	stored	in	the	variables	of	Dimension	2	Title	or	name,	Competence	identifier	and	Description	respectively.	

Moreover,	the	variable	Knowledge	of	Dimension	4	was	also	considered	dispensable	as	the	attributes	Technology,	

Pedagogy,	and	Content	from	the	TPACK	model	were	proposed	to	store	this	information.	Finally,	the	variables	Skill	

level	name	and	Skill	level	number	were	not	considered	necessary	because	they	do	not	contribute	anything	new	

with	respect	to	the	attributes	of	Dimension	3.	

Another	change	was	the	order	of	the	components	of	the	Knowledge-Skill	pairs	in	Dimension	2.	In	order	to	make	

the	meaning	of	competence	more	evident,	it	was	decided	to	put	skill	first	and	then	knowledge.	This	change	is	due	

to	the	fact	that	this	the	order	in	which	the	components	of	competence	appear.	Finally,	step	3	of	completing	the	

model	would	therefore	be	summarised	in	the	following	lines.	

1. DIMENSION	1	>	Skill-Know	pair	

2. DIMENSION	2	>	Competence	identifier	<	Labels	

3. DIMENSION	2	>	Description	<	Whole	description	of	the	competence	

4. DIMENSION	3	>	Experience	level	>	Years	<	Competences	in	which	a	period	of	time	is	indicated	

5. DIMENSION	3	>	Experience	level	>	General	<	Competences	in	which	experience	is	required	but	no	period	

of	time	is	indicated	

6. DIMENSION	4	 >	Autonomy	

	 	 >	Business	skills	
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	 	 >	Influence	

	 	 >	Complexity	

	 	 >	Cognitive	

	 	 >	Affective	

	 	 >	Psychomotor	

	 	 >	Role	based	

	 	 	 >	Skill	based	 <	Distribute	competences	with	skills	among	these	attributes	according	to	

	 	 	 	 	 their	significance	

7. DIMENSION	4	 >	Technology	

	 	 	 >	Pedagogy	

	 	 	 >	Content	

	 	 	 	>	Combination	<	Distribute	the	competences	with	Knowledge	among	these	attributes	

	 	 	 	 	 according	to	their	significance	

Although	not	detailed	 in	this	section,	many	of	 the	remaining	attributes	could	be	automatically	populated	with	

information	from	the	system	or	from	the	user's	session.	Some	examples	could	be	the	author,	which	would	be	the	

name	of	the	user,	the	creation,	modification	and	validation	dates	of	a	competence,	which	could	be	taken	from	the	

system	depending	on	when	the	events	to	which	these	variables	refer	occur.	Another	example	are	the	levels	of	

competences	which	could	be	the	same	when	entered	into	the	system	for	a	same	subject.	It	is	left	to	the	discretion	

of	the	developers	as	to	the	most	convenient	way	for	users	to	complete	the	rest	of	the	attributes.	In	any	case,	all	of	

them	 are	 considered	 relevant	 to	 cover	 competences	 in	 any	 academic	 field.	Ошибка!	Источник	 ссылки	не	

найден.	shows	the	changes	in	the	model.	

Table	4.2	Competence	model	with	the	changes	proposed	(in	grey	to	remove,	in	green	to	change)	

DIMENSION	1	 Degree	name	 	 Scale	
	 § Certificate	level	 	 § Max	scale	
	 § Skill-Know	pair	 	 § Min	scale	
	 § Keywords	 	 § Scale	threshold	
DIMENSION	2	 § Competence	identifier	 	 § Years/Generic	
	 § Title	or	name	 DIMENSION	4	 § Skill	name	
	 § Description	 	 § Code	
	 § Definitions	 	 § Description	
	 § Extra	identifier	 	 § Autonomy	
	 § Abbreviations	 	 § Business	skills	
	 § Date	of	creation	 	 § Influence	
	 § Date	of	modification	 	 § Complexity	
	 § Validation	start	date	 	 § Knowledge	
	 § Date	of	issue	 	 § Skill	level	name	
	 § Author	 	 § Skill	level	number	
	 § Topics	 	 § Cognitive	soft	skill	
	 § Credits	 	 § Affective	soft	skill	
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	 § Level	 	 § Psychomotor	soft	skill	
	 § Version	 	 § Roled-based	hard	skill	
	 § Explicit	metadata	 	 § Skill-based	skill	
DIMENSION	3	 § Level	 	 § Technology	Knowledge	
	 § Max	level	 	 § Pedagogy	Knowledge	
	 § Min	level	 	 § Content	Knowledge	
	 § Level	threshold	 	 § Combination	

4.3 COMPETENCE CATEGORISATION 
	

The	management	of	academic	competences	can	become	complicated	if	there	is	a	large	number	to	consider.	Thanks	

to	the	automatic	mechanisms	provided	by	the	information	systems,	this	task	can	be	simplified.	In	order	to	facilitate	

the	management	of	the	competences	in	the	model,	a	simple	classification	technique	based	on	an	existing	taxonomy	

was	proposed	(Paquette,	2007).	This	taxonomy	considers	3	generic	classes	of	skills.	In	the	first	one,	competences	

are	separated	according	to	whether	they	are	Receive,	which	refers	to	learning	a	skill;	Reproduce,	which	is	based	

on	applying	the	skill	in	examples	and	exercises;	Produce/Create,	which	considers	applying	the	skill	to	generate	

work	results;	and	finally,	Self-management,	which	is	based	on	influencing	with	the	acquired	skill.	The	remaining	

subdivisions	can	be	seen	 in	Figure	4.3.	The	competences	 in	 the	 job	offer	of	Ошибка!	Источник	ссылки	не	

найден.	were	categorised	concerning	this	model	in	Ошибка!	Источник	ссылки	не	найден..	

	

	
Figure	4.3	Paquette’s	taxonomy	(Paquette,	2007)	
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Table	3	Skill	competences	in	Figure	2	categorised	with	Paquette’s	taxonomy	class	1	(Paquette,	2007)	

	
	

The	categorisation	of	competences	can	be	a	very	powerful	tool	for	the	search,	as	it	focuses	the	target	on	related	

competences.	 Another	 help	 provided	 by	 the	 categorisation	 of	 competences	 is	 when	 selecting	 a	 present	

competence	in	the	model	to	be	assigned	to	a	learning	object.	These	tasks	can	be	done	more	quickly	if	there	is	a	

previous	competence	categorisation.	The	knowledge	component	was	not	considered	for	categorisation	as	existing	

knowledge	classifications	such	as	the	UNESCO	Nomenclature	for	Fields	of	Science	and	Technology	(available	in	

Spanish	at	http://skos.um.es/unesco6)	can	be	used	for	this	purpose	in	the	model.	

	

	

4.4 COVERAGE PERCENTAGE 
	

In	order	to	find	out	how	well	an	academic	subject	can	meet	the	needs	of	a	job	offer	in	terms	of	competences,	a	

simple	comparative	method	was	proposed.	This	method	consisted	of	analysing	 the	competences	 in	Ошибка!	
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Источник	ссылки	не	найден.,	which	is	a	job	offer,	with	the	academic	competences	in	a	total	of	three	subjects	

of	the	Transport	and	Telecommunication	Institute	in	Latvia,	namely:	Software	Engineering	(B-019-04),	Project	

Management	 (M-080-04),	 Modern	 Software	 Engineering	 (M-047-04).	 Figure	 5.4	 shows	 the	 competences	

extracted	from	the	syllabus	M-047-04.	

	
Figure	5.4	Competences	extracted	from	the	syllabus	Modern	Software	Engineering	(M-047-04)	

	

	
Figure	7	Outcome	of	the	competences	assessment	

	

Each	competence	extracted	from	the	job	offer	was	carefully	read	(see	Ошибка!	Источник	ссылки	не	найден.).	

Subsequently,	 the	 competences	 in	 each	 syllabus	were	 checked	 to	 assess	 the	 degree	 of	 coverage.	 In	 case	 the	
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competences	of	the	syllabus	covered	the	competence	of	the	job	offer	a	score	of	1	was	given.	If	the	competence	was	

partially	covered	a	score	of	0.5	was	given.	If	the	competences	in	the	syllabus	were	not	related	at	all,	a	score	of	0.0	

was	given.	These	scores	were	named	Matching	Coefficients.	The	coefficients	for	each	syllabus	were	summed.	The	

total	sum	was	divided	by	the	total	number	of	competencies	in	the	job	offer.	As	a	result,	a	percentage	coverage	was	

obtained.	This	percentage	was	highest	for	the	subject	Modern	Software	Engineering	(M-047-04)	with	a	value	of	

51%.	Ошибка!	Источник	ссылки	не	найден.	shows	the	result	of	these	assessments.	

4.5 CONCLUSIONS 
	

The	classification	of	competences	in	order	to	relate	them	to	the	requirements	of	a	job	is	an	idea	that	has	been	

explored	 before.	 The	 multilingual	 classification	 of	 European	 Skills,	 Competences,	 and	 Occupations	 (ESCO,	

available	at	http://esco.ec.europa.eu/es/about-esco/what-esco)	is	an	example.	ESCO	is	a	classification	of	skills	

and	occupations,	which	 is	 intended	 to	 serve	as	 a	dictionary	of	 occupational	demands	 in	 the	European	 labour	

market.	This	resource	can	be	used	by	various	types	of	electronic	systems	to	match	jobseekers	with	jobs	based	on	

their	competences,	advise	them	to	follow	training	courses	to	retrain	or	upgrade	their	skills,	etc.	The	existence	of	

the	ESCO	system	shows	the	need	for	further	work	on	digital	management	approaches	of	competences.	

The	development	of	 the	 system	proposed	 in	 this	work	 should	 rely	on	additional	 intelligence	 systems	 such	as	

expert	systems	or	machine	learning	techniques	to	be	able	to	extract	the	competences	of	the	sentences,	analyse	the	

meaning,	and	evaluate	the	degree	of	coverage	with	the	requirements	of	a	job.	The	use	of	structured	languages	

could	be	of	great	help	in	the	process	of	extracting	competences	from	natural	 language	descriptions.	There	are	

currently	 a	 multitude	 of	 proposals	 such	 as	 the	 definition	 of	 User	 Stories	 in	 the	 well-known	 agile	 software	

development	 methodologies	 that	 could	 be	 adapted.	 On	 the	 other	 hand,	 the	 use	 of	 pre-established	 syntactic	

structures	or	the	proposal	of	recommendations	for	the	writing	of	competences	could	be	another	great	help	for	the	

subsequent	detection	of	competences,	as	already	occurs	in	the	writing	of	technical	project	requirements.	

As	 future	 work,	 it	 is	 proposed	 to	 analyse	 the	 databases	 mentioned	 in	 the	 manuscript	 such	 as	 UNESCO	

Nomenclature	for	Fields	of	Science	and	Technology	and	ESCO	in	order	to	carry	out	a	more	detailed	validation	of	

the	model.	 In	 addition,	 it	 is	 considered	 to	 study	 comparative	 competence	 techniques	 that	 can	 generate	more	

accurate	results.	In	fact,	such	techniques	have	already	been	proposed	in	the	literature	with	semantic	models	based	

on	skill	ontologies	together	with	matching	algorithms,	which	calculate	the	weights	between	nodes	of	a	skill	tree	

based	on	meaning	(Lv	&	Zhu,	2006),	or	look	for	automatic	matching	of	skill	graphs	extracted	from	CVs	and	job	

offers	(Phan	et	al.,	2021).	The	use	of	scales	with	a	higher	number	of	degrees	such	as	Likert	scales	in	obtaining	the	

Matching	Coefficients	will	also	be	tested.	
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5 . A3.5 Design of the Search Engine (UoI) 

	

	

5.1 INTRODUCTION 

Search	engines	are	tools	that	discover	and	sort	content	on	the	internet.	In	other	words,	they	make	our	

lives	easy	by	aggregating	the	results	they	think	will	interest	users	more	than	others.	

They	achieve	this	through	three	functions.	First,	they	crawl.	This	means	that	they	use	bots	(or	crawlers)	

that	locate	and	follow	links	that	exist	on	websites,	in	order	to	find	other	content	that	they	add	to	the	machine's	

index.	Indexing	is	the	second	task	that	search	engines	do,	as	they	categorize	web	page	content	using	keywords.	

It	 is	 of	 great	 importance	 to	 successfully	do	SEO	 (Search	Engine	Optimization)	 for	 a	website.	 Precisely	

because	search	engines	use	keywords	to	understand	content	and	then	rank	websites	based	on	that,	depending	on	

how	relevant	it	is	to	the	user's	search.	Rankings	depend	on	various	factors,	but	regardless	it	is	important	to	make	

the	necessary	improvements	so	that	the	crawlers	can	index	the	pages.	

Our	goal	is	to	build	a	search	engine	with	which	users	can	effectively	search	for	courses/competences	on	

the	LMS	platform.	This	work	will	be	done	 for	pedagogical	purposes	and	the	main	goal	 is	 to	enhance	 learners'	

desire	for	knowledge	and	to	facilitate	access	to	the	various	courses	using	more	contemporary	media.	In	order	to	

achieve	that,	machine	learning	and	data	mining	techniques	will	be	used.	

Machine	 learning	 is	 a	 field	of	 computer	 science	 that	deals	with	 the	 creation	of	 algorithms	 that	 aim	 to	

"learn"	from	data,	i.e.,	to	acquire	additional	knowledge	through	interaction	with	the	environment	in	which	they	

operate	and	the	ability	to	improve	through	repetition	the	way	they	perform	that	action.	Various	technologies	of	

machine	learning	will	be	used	in	order	to	make	the	search	engine	more	efficient	and	more	accessible	to	learners.	

Data	mining	 transforms	 raw	data	 into	useful	 information.	 Imported	data	 is	 stored	 in	 various	 formats,	

either	in	a	central	repository	or	distributed	across	regions.	Various	data	types	are	used	for	these	data	and	for	this	

reason,	in	the	next	stage	they	are	pre-processed	to	obtain	a	suitable	form	for	analysis	and	knowledge	extraction.	

In	this	case,	data	mining	will	be	used	in	order	to	 improve	the	search	engine	and	provide	a	more	personalized	

search	result	by	using	the	training	information	from	the	same	user.	
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Using	these	techniques,	the	main	function	of	the	search	engine	will	be:	

• Searching	courses/competences	through	the	platform	according	to	keywords	in	users’	query.	This	

feature	will	be	based	on	machine	learning	algorithms	and	their	applications	in	search	engines.	

• Providing	results	which	conclude	a	set	of	courses/competences	that	are	linked	with	the	metadata	

of	 the	 LMS	 platform.	 The	 platform’s	 database	 will	 conclude	 courses/competences	 and	 their	

metadata	 in	 order	 for	 the	 search	 engine	 to	 successfully	 provide	 the	 right	 results,	 after	 the	

completion	of	the	searching	in	the	database.	

• Adapting	features	efficiency	and	constantly	improving	the	function	of	the	search	engine	in	order	

to	enhance	the	pedagogical	purposes	of	the	platform,	provide	a	more	user-friendly	environment	

and	help	learners	easily	find	what	they	are	looking	for.		

In	addition,	users	will	have	the	chance	to	give	their	feedback	in	order	for	the	engine	to	improve	and	deliver	

a	more	reliable	and	personalized	outcome	of	competences/courses.	

5.2 SEARCH ENGINES 

WHAT IS A SEARCH ENGINE 

A	search	engine	is	a	software	system	that	is	designed	to	extract	from	the	World	Wide	Web	(WWW)	the	

most	relevant	information	that	corresponds	to	specific	searches	of	their	users.	These	searches	are	called	keywords	

or	search	queries.	

Search	results	are	presented	in	the	form	of	a	list	known	as	organic	results	or	search	engine	results	pages	

(SERPs).	The	information	corresponding	to	the	organic	results	can	have	various	forms	such	as	hyperlinks	that	

lead	to	specific	pages,	images,	videos,	infographics,	articles,	scientific	studies	or	can	even	be	direct	answers	to	user	

questions.	

Unlike	web	directories	that	are	managed	solely	by	humans,	search	engines	rely	primarily	on	software	to	

operate.	Search	engines	can	draw	information	from	a	small	part	of	the	Internet	called	the	Surface	Web,	which	

accounts	for	about	4%	of	the	Internet's	total	information.	The	remaining	96%,	which	corresponds	mainly	to	the	

Deep	Web	and	to	a	lesser	extent	to	the	Dark	Web,	is	inaccessible	to	search	engines	(Economides,	2021).	
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Figure	5.1:	Search	Engines	(Warren	R.,2020)	

WHAT ARE SEARCH ENGINES FOR? 

The	main	 function	of	 search	 engines	 is	 to	provide	 timely	 answers	 to	queries	 submitted	by	users.	The	

search	engine	is	always	ready	to	find	the	various	web	pages	that	contain	information	related	to	the	user's	request.	

The	real	job	of	what	a	search	engine	does	is	to	deliver	the	best	ranked	pages	to	the	top.	However,	this	does	not	

mean	that	they	will	be	the	ones	with	the	best	quality	in	their	content	(Seguidores.online	n.d.).	

	

THE HISTORY OF SEARCH ENGINES 

The	multitude	 of	 discoveries	 surrounding	 the	 Internet	 have	 contributed	 significantly	 to	 its	 enormous	

growth	 and	 to	 it	 being	 nothing	 like	 what	 it	 was	 when	 it	 was	 first	 created.	 In	 addition	 to	 the	 technological	

improvements	and	discoveries	that	were	applied	to	it,	a	multitude	of	websites	were	created	and	the	internet	was	

no	longer	a	simple	source	of	information,	but	connected	to	important	larger	business	activities.	In	its	first	stage	of	

operation,	it	consisted	of	a	number	of	Ftp	(File	transfer	protocol)	sites	where	users	could	download	or	upload	

files.	Nevertheless,	the	search	and	finding	of	these	files	was	distinguished	by	significant	difficulty	and	this	resulted	

from	the	need	to	know	the	exact	address	where	 they	were	 located.	This	search	was	distinguished	as	a	rather	

difficult,	time-consuming	process	and	required	a	lot	of	patience.	
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Figure	5.2:	The	History	of	Search	Engines	(Compton,	2019)	

The	first	really	important	step	to	organize	the	contents	of	the	Internet	was	the	development	of	"Gophers"	

(Randolph	Hoch,	2001),	computer-based	collections	of	Internet	addresses	that	were	registered	with	the	help	of	a	

menu	 (The	 term	 “Gopher”	 comes	 from	Minnesota’s	 university	mascot,	where	 the	 first	 Internet	 "Gopher"	was	

created	 there).	 "Gophers"	 were	 not	 HTML-based	 and	 their	 indexing	 was	 based	 on	 file	 titles	 or	 very	 brief	

descriptions,	but	if	someone	knew	how	to	get	to	a	"Gopher"	it	would	allow	them	to	"download"	selected	files.	

The	 discovery	 of	 Gopher	 created	 the	 need	 for	 programs	 that	 can	 locate	 information	 through	 Gopher	

directories.	 This	 data	 helped	 build	 the	 program	 Veronica	 (Very	 Easy	 Rodent-Oriented	 Net-wide	 Index	 to	

Computerized	Archives)	and	Jughead	(Jonzy's	Universal	Gopher	Hierarchy	Excavation	and	Display)	which	search	

for	files	and	texts	stored	in	the	Gopher	system.	The	operation	of	these	two	programs	was	distinguished	by	the	

same	procedures,	allowing	users	to	search	the	catalogs	of	information	using	words	or	phrases.	In	November	1993,	

the	second	Allweb	search	engine	appeared,	but	it	did	not	use	a	web	robot,	but	was	informed	by	the	administrators	

of	the	websites	about	the	existence	of	the	latter.	

“Gopher”	prevailed	for	a	few	years	before	being	overshadowed	by	the	rapid	development	of	the	World	

Wide	Web,	which	allowed	the	use	of	hyperlinks,	full-text	searching,	graphical	browsers,	and	also	the	development	

of	search	engines.	
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Figure	5.3:	Goprher	(https://evert.meulie.net/tag/gopher/)	

The	first	search	engine	developed	was	WebCrawler,	which	came	from	the	University	of	Washington	and	

started	to	be	used	on	April	1994.	Within	a	year,	three	competitors	emerged:	the	Lycos	search	engine,	the	Infoseek	

search	engine,	and	the	OpenText	search	engine.	 In	 late	1995	AltaVista	and	Excite	made	their	appearance.	 It	 is	

interesting	to	emphasize	that	for	a	large	part	the	search	was	done	in	a	similar	way	to	that	in	today's	search	engines,	

such	as	using	logical	operators	(Boolean),	using	truncation,	etc.	Unfortunately,	none	of	these	search	engines	took	

advantage	of	Searching	Technology.	Furthermore,	neither	the	search	engines,	nor	the	thematic	directories,	took	

advantage	of	the	extensive	Subject	Classification	Theory	and	practice	of	the	last	hundred	years.	These	points	relate	

in	a	very	practical	way	as	the	professional	browser	must	recognize	the	fact	that	most	search	engines	were	and	are	

being	developed	for	the	everyday	browser	and	not	for	those	who	aim	to	take	advantage	of	more	sophisticated	

approaches	and	techniques.	
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Figure	5.4:	Web	Crawler	(https://en.wikipedia.org/wiki/Web_crawler)	

	

Figure	5.5:	Lycos	(https://en.wikipedia.org/wiki/Lycos)	
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Figure	5.6:	Infoseek	(https://wiki.preterhuman.net/Infoseek)	

		

The	HotBot	search	engine	appeared	in	1996	and	Northern	Light	in	1997	(Randolph	Hoch,	2001).	HotBot	

featured	a	more	complex,	but	at	the	same	time	an	easy-to-use	interface	and	was	connected	to	a	very	large	database	

(until	the	end	of	1997,	its	database	was	considered	the	largest	available).	Northern	Light	brought	an	integration	

to	searching	the	web	and	the	 information	 it	contains.	The	Google	search	engine	appeared	 in	1998,	and	 its	 file	

classification	along	with	an	extremely	simple	interface	combined	effectively	to	produce	an	engine	that	quickly	

managed	to	gain	popularity	among	both	casual	and	long-term	researchers.	Meanwhile,	the	race	for	the	largest	

search	engine	by	number	of	pages	had	narrowed	somewhat,	until	the	appearance	in	1999	of	the	search	engine	

Fast	Search,	which	consisted	of	a	database	of	over	200	million	records.	This	 incentive,	along	with	some	other	

features,	meant	that	the	race	for	size	was	back	on,	with	four	machines	reaching	200	million	records	by	January	

2000.	

	

Figure	5.7:	HotBot	(https://www.reddit.com/r/90sdesign/comments/6tg32d/hotbot/)	
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Among	the	"first"	search	engines,	Open	Text	took	the	first	big	step.	At	the	beginning	of	1998	it	was	no	

longer	available,	it	had	been	abolished.	Like	the	rest	of	the	business	world,	search	engine	companies	are	extremely	

sensitive	to	the	trends	of	the	time	and	as	a	result	are	affected	by	them.	In	1996	and	1997,	the	trend	was	to	make	

sure	 that	 the	search	engine	one	was	using	or	building	was	an	 "advanced"	version	of	 the	others,	 regardless	of	

whether	 the	 advanced	version	actually	had	more	 features	 than	 the	others.	Greater	 in	 importance	 in	 terms	of	

benefits,	1998	brought	the	"personalization"	of	the	portal.	The	idea	of	“portal	personalization”	or	“Web	Gateway”	

was	evident	in	the	identified	and	user-selected	categories	of	news	that	appear	on	the	home	page,	such	as	local	

weather	 and	 local	TV	programs,	personal	monitoring	of	portfolios,	 personal	diaries,	 etc.	The	desire	of	 search	

engine	 developers	 to	 follow	 this	 example	 and	 the	 realization	 that	 this	 approach	 could	 generate	 advertising	

revenue	led	these	two	very	closely	related	standards	to	quickly	became	the	universal	business	standard	for	the	

major	 search	 engines.	 Although	 many	 users	 did	 not	 realize	 it	 yet,	 this	 approach	 to	 personalization	 was	 an	

important	step	forward	in	terms	of	bringing	the	web	to	the	level	of	a	family	and	generally	being	always	accessible,	

simple,	used	more	often,	and,	in	addition,	to	provide	the	specific	and	obvious	benefits.	

In	the	years	1999	and	2000	there	was	a	great	effort	in	the	concept	of	the	portal.	During	the	first	year,	the	

added	tools	(such	as	directories,	etc.)	were	mainly	designed	on	the	home	page	in	the	hope	that	users	would	use	

them.	In	1999	there	was	a	significant	shift	towards	automatically	incorporating	page	content	into	the	final	results	

-	 at	 the	 same	 time	 that	 the	 search	engine's	web	database	 is	 indexed,	 searches	 the	 subject	directory,	business	

directory,	etc.,	and	presents	these	results	along	with	the	normal	search	results.	This	existence	(completion)	of	

tools	(resources)	has	significantly	improved	the	quality	of	the	search	results	since	it	provides	the	researcher	with	

particularly	relevant	results,	without	having	to	perform	the	search	separately	in	different	tools.	

The	next	step	has	to	do	with	both	the	users	and	the	creators	of	the	search	engines.	Tools	that	receive	user	

attention	will	be	maintained,	enhanced,	replicated,	and	evaluated.	The	problem,	initially	with	web	search	engines,	

is	that	the	person	likely	to	use	them	is	not	the	typical	(everyday)	user	of	search	engines.	The	typical	user	would	

be	less	interested	in	the	more	complex	and	research-oriented	features.	The	extent	to	which	this	is	true	is	very	

apparent	if	someone	look	at	the	searches	of	a	typical	user.	The	Lycos	search	engine	provides	an	interesting,	 if	

sometimes	 very	 compressed,	 list	 of	 favorite	 search	 addresses.	 In	 one	 week,	 the	 top	 50	 searches	 include	 46	

searches	that	refer	to	the	entertainment,	sports,	or	gaming	categories.	The	relevance	of	this	 is	not	a	matter	of	

information	snobbery,	but	the	need	to	face	reality	and	the	primary	position	it	advocates,	which	is	that	most	search	

engines	do	not	make	money	from	the	searcher	who	uses	the	web	for	business	purposes.	The	only	positive	is	that	

the	total	number	of	users	 is	 increasing,	as	well	as	the	number	of	people	using	search	engines	for	professional	

reasons,	for	investment,	as	well	as	for	their	basic	education	in	science	subjects	such	as	humanity,	business,	and	

medicine,	etc.	There	are	many	more	reasons	for	search	engine	developers	to	pay	more	attention	to	the	extreme	
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searcher.	But	the	serious	researcher	must	also	use	the	salient	features	of	a	machine	so	that	those	features	remain	

and	are	enhanced	(Mapes,	2008),	(Economides,	2021).		

OPERATION OF SEARCH ENGINES 

The	order	in	which	a	search	engine	works	is	as	follows:	

•	 Web	crawling	

•	 Indexing	

•	 Searching	

Web Crawling 

Web	crawlers,	also	known	as	special	software,	are	programs	that	visit	web	pages	to:	

1. identify	the	new	pages-addresses	that	are	to	be	added	to	the	search	engine	

2. identify	page-addresses	that	have	already	been	explored	and	changed.	

This	special	software	gathers	information	about	the	content	of	the	pages	from	the	addresses	it	visits	and	

provides	this	information	to	the	search	engine	database.	Much	could	be	said	about	how	this	is	done,	but	for	the	

searcher	it	doesn't	matter,	although	it	 is	understandable,	because	some	search	engines	find	certain	pages	that	

other	search	engines	do	not,	even	if	the	page	is	in	the	second	search	engine's	database.	In	many	search	engines,	

the	most	popular	pages	(such	as	those	that	are	visited	very	often	by	users	or	those	that	have	many	links)	are	

explored	more	thoroughly	and	more	frequently	by	crawlers	than	less-popular	pages.		

Web	crawlers	can	be	programmed	to	explore	web	pages	in	depth	or	breadth,	or	both.	What	is	programmed	

for	deep	exploration	not	only	identifies	the	main	site	pages,	but	also	identifies	the	linked	pages	within	them.	This	

software,	which	is	programmed	for	the	scope	of	site	exploration,	is	typically	interested	in	finding	more	of	the	main	

pages,	but	not	necessarily	in	identifying	all	the	linked	pages	of	a	main	page.	As	search	engines	in	today's	era	have	

evolved	a	lot	and	become	even	more	competitive,	there	has	been	a	tendency	to	merge	depth	and	breadth.	

Indexing 

In	terms	of	which	pages	will	actually	be	retrieved	by	a	user's	query,	indexing	may	play	a	more	important	

role	than	the	crawling	process.	The	indexing	program	examines	the	information	stored	in	the	database	and	creates	

the	appropriate	index	entries.	When	a	query	is	submitted,	this	is	used	to	identify	the	files	that	are	relevant	to	the	

user's	query.	
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Most	search	engines	claim	to	index	by	looking	at	all	words	from	each	page.	What	matters	most	is	what	

search	 engines	 choose	 to	 consider	 a	 'word'.	 Some	have	 a	 list	 of	 'stop	words'	 (small,	 common	words	 that	 are	

considered	insignificant	enough	to	be	ignored)	that	are	not	included	in	the	index.	Some	search	engines	do	not	

index	such	words	as	articles	and	links.	Others	omit	widely	used	but	potentially	valuable	words	such	as	'web'	and	

'internet'.	Sometimes	numbers	are	also	omitted.	

All	major	search	engines	compile	their	index	by	looking	at	the	title	and	URL	(Uniform	Resource	Locator).	

Metatags	 are	usually,	 but	 not	 always,	 indexed	 (Metatags	 are	words,	 phrases,	 or	 sentences	placed	 in	 a	 special	

section	of	HTML	(Hypertext	Markup	Language)	code	describing	the	content	of	the	page).	The	Metatags	cannot	be	

seen	when	 a	 page	 is	 visited,	 however	 there	 is	 the	 ability	 to	 ask	 the	 browser	 to	 show	 the	 'page	 source'.	 It	 is	

understandable	how	useful	the	contents	of	metatags	prove	to	be	for	retrieving	information.	However,	some	search	

engines	deliberately	do	not	index	metatags	because	they	are	a	part	of	the	page	that	can	be	very	easily	abused	and	

altered.	This	caution	results	in	missing	valuable	indexing	information.	

HTML	connoisseurs	know	that	frames	are	used	in	millions	of	web	pages.	(Frames	are	an	HTML	device	that	

treat	different	parts	of	a	page	as	independent	windows).	Some	search	engines	do	not	index	by	exploring	the	boxes,	

thus	potentially	missing	areas	relevant	to	the	user's	query.	This	disadvantage	is	compensated	by	the	fact	that	the	

website	builder	creates	a	version	of	the	page	without	frames	as	well	as	the	version	with	frames.	In	addition,	with	

the	evolution	of	web	construction,	frames	are	used	much	less	than	in	the	past.	

By	understanding	these	different	ways	of	indexing	policy,	it	becomes	clear	why	the	relevant	pages,	even	if	

they	are	registered	in	the	engine's	database,	are	not	retrieved	after	a	few	searches.	It	also	explains	why	a	page	can	

be	retrieved	by	one	machine	and	not	another,	even	when	the	same	page	is	on	both	machines.	

Searching 

When	a	query	is	entered	into	a	search	engine	(usually	using	keywords),	the	engine	examines	its	content	

and	 provides	 a	 list	 of	 the	 best	 options,	 i.e.,	 websites	 that	match	 the	 query	 posed,	 usually	 presenting	 a	 short	

summary	that	contains	the	title	of	 the	document	and	sometimes	parts	of	 the	text.	Content	 is	created	from	the	

information	and	data	stored.	Most	search	engines	support	the	use	of	the	Boolean	operators	AND,	OR	and	NOT	to	

further	specify	the	search	query.	Also,	some	search	engines	provide	an	advanced	feature	called	proximity	search,	

which	allows	users	to	set	the	distance	between	keywords.	There	is	also	concept-based	searching	where	research	

involves	using	statistical	analysis	on	pages	containing	the	words	or	phrases	being	searched	for.	Additionally,	the	

user	has	the	ability	to	type	a	question	in	the	same	form	as	they	would	to	a	human	with	natural	language	queries	

that	enable	this	functionality.	The	effectiveness	of	a	search	engine	depends	on	the	relevance	of	the	set	of	results	it	

returns.	There	are	millions	of	web	pages	that	include	a	specific	word	or	phrase	included	in	the	query,	but	there	

are	 some	 pages	 that	 may	 be	 more	 relevant,	 popular	 or	 authoritative	 than	 others.	 Most	 search	 engines	 use	
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algorithms	and	methods	to	rank	results	to	provide	the	"best"	results	first.	As	the	Internet	evolves,	the	specific	

methods	and	algorithms	also	evolve	and	change.	Most	web	search	engines	are	financially	supported	by	advertising	

revenue.	Thus,	they	use	the	practice	of	allowing	advertisers	to	pay	money	to	rank	their	listings	higher	in	search	

results.	Search	engines	that	do	not	use	this	tactic	are	financially	supported	by	serving	search-related	ads.	Money	

is	earned	every	time	someone	clicks	on	one	of	these	ads.	

The Recovery Engine 

This	is	the	program	that	takes	a	user's	query	and	then	searches	the	index	to	identify	and	deliver	the	files	

that	match	their	query.	In	reality,	two	important	events	occur	during	this	process:	

1. the	recovery	engine	identifies	the	files	referred	to	in	the	query	using	a	"recovery	algorithm",	and	

2. the	search	engine	then	sorts	the	recovered	files	into	a	specific	order	and	displays	them	to	the	user.	

These	can	happen	more	or	less	simultaneously,	or	they	can	be	quite	distinct	processes.	

Retrieval	 Algorithms	 are	 programs	 used	 to	 apply	 criteria	 to	 determine	which	 files	 contain	 particular	

words,	phrases,	or	combinations	of	them.	They	can	also	match	them	against	other	user-defined	criteria,	such	as	

whether	a	particular	page	contains	audio	or	video	files.	

The	part	of	the	search	engine	that	calculates	the	relevancy	of	files	can	be	built	into	the	retrieval	algorithm,	

or	it	can	be	a	separate	process.	Even	when	it	is	a	separate	process,	the	difference	may	not	be	obvious	to	the	user,	

and	usually	shouldn't	be.	

Text Search Methods 

• Keyword	search:	Most	search	engines	use	keywords	to	display	the	most	relevant	content.	

• Concept	Searching	(Clustering):	Concept-based	search	systems	try	to	determine	every	time	what	

the	user	might	mean,	not	just	what	they	type.	Excite	is	the	most	relevant	example	using	concept-

based	search.	

• Meta-Search	 Engine:	 A	 meta-search	 engine	 sends	 user	 queries	 to	 many	 other	 search	 engines	

and/or	 databases	 and	 aggregates	 the	 data	 and	 results	 obtained	 (Seymour,	 Frantsvog,	 Kumar,	

2011).	
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Figure	5.8:	How	Search	Engines	Work	(Warren	R.,	2020)	

In	addition,	some	other	essential	parts	of	a	search	engine	that	are	concluded	in	the	operating	process	are	

the	engine	database	and	the	HTML	GUI.	

The Engine Database 

The	 total	 collection	 of	 information	 stored	 for	 each	 of	 the	 web	 pages	 constitutes	 the	 search	 engine's	

database.	The	collection	consists	of	pages	identified	by	crawlers,	but	increasingly	also	includes	pages	identified	

by	other	sources	or	techniques.	A	very	large	number	of	pages	that	are	added	to	search	engines	come	from	the	

direct	registration	request	of	the	creators	of	the	website.	If	a	user	looks	at	the	home	page	of	any	search	engine,	

there	will	probably	be	a	link	that	allows	each	user	to	submit	a	page	to	that	particular	search	engine.	As	long	as	the	

page	is	not	a	case	of	'spamming',	the	submitted	pages	will	probably	be	added	to	the	search	engine's	database.	All	

or	most	search	engine	designers	review	submitted	pages	for	spam	(programs	used	by	developers	trying	to	cheat	

to	illegally	increase	the	chances	of	a	page	being	retrieved).	A	service	may	also	apply	other	criteria,	but	with	the	

exception	of	spam,	chances	are	very	good	that	the	submitted	page	will	end	up	in	the	search	engine's	database.	

Other	sources	may	also	feed	the	search	engine	database.	The	database	may,	for	example,	contain	pages	

with	subordinate	titles	from	a	subject	index	such	as	Open	Directory	or	Yahoo.	It	is	sometimes	easy	to	forget	that	

when	you	use	a	search	engine,	it	is	not	searching	the	web	directly,	but	searching	a	database	that	contains	its	files,	

which	describe	a	portion	of	those	pages	that	exist	on	the	web.	Knowing	this	can	help	avoid	unrealistic	expectations	

of	what	a	search	engine	can	actually	achieve.	
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Figure	5.9:	Search	request	passed	to	database	(Tabora,	2019)	

The HTML GUI 

What	users	see	whenever	 they	connect	 to	a	search	engine	 is	 the	HTML-based	 interface.	This	 interface	

gathers	query	data	from	the	user,	and	sends	that	data	to	the	search	engine	to	retrieve	the	pages.	Its	most	obvious	

function,	of	course,	is	to	provide	the	user	with	a	way	to	submit	their	question.	However,	the	interface	also	provides	

other	functions	to	the	user,	such	as	providing	a	space	for	advertisements,	providing	access	to	various	features,	

and	providing	links	to	help	pages	and	other	information	about	the	service	in	general.	

The	way	the	results	are	presented	to	the	user	tends	to	be	standardized,	since	most	search	engines	now	

provide	a	short	summary	along	with	the	reference	to	the	specific	information	as	well	as	a	percentage	of	relevance	

in	relation	to	the	requested	term,	as	it	was	put	by	the	user.	

The	 spider	 returns	 to	 sites	 regularly	 (e.g.,	weekly)	 to	 check	 for	any	 changes	and	update	 the	database,	

ensuring	network	coverage	is	up-to-date	and	extensive.	This	results	in	a	huge	number	of	results	for	almost	any	

search.	

Furthermore,	the	automatic	creation	of	the	search	engine	database	means	that	there	is	no	segregation	in	

terms	of	the	quality	of	the	information	retrieved,	which	is	necessary,	given	that	anyone	can	publish	information	

over	 the	 internet.	 In	 general,	 the	 lack	 of	 quality	 control	 of	 web	 resources	 means	 that	 the	 vast	 amounts	 of	

information	 retrieved	 can	 range	 from	 high-quality	 and	 search-relevant	material	 to	 information	 of	 extremely	

dubious	value.	
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Although	 search	 engines	 aim	 to	 perform	 the	 same	 function,	 they	 each	 approach	 it	 in	 a	 different	way,	

sometimes	leading	to	strikingly	different	results.	Factors	affecting	results	include	database	size,	update	frequency,	

and	search	capabilities.	Also,	search	engines	differ	in	their	speed,	the	design	of	the	search	environment,	the	way	

results	are	displayed,	and	the	amount	of	help	they	provide	(Hock,	2001).	

TYPES OF SEARCH ENGINES 

Search	engines	have	a	lot	of	web	pages	stored	on	their	database.	However,	the	main	goal	is	to	provide	

accurate	information	according	to	requested	keywords.	Search	engines	are	classified	as	follows:	

• Hierarchical	search	engines	

• Directory-based	search	

• Meta	search	engines	

• Hybrid	search	engines	

• Speciality	or	subject	specific	search	engines	

There	 are	 other	 types	 of	 search	 engines	 too,	 each	 one	 according	 to	 its	 operation	 (natural	 language,	

gateways	and	virtual	libraries,	intelligent	agents).	

Hierarchical search engines 

Hierarchical	search	engines	are	related	to	web	crawlers,	where	the	search	engine	goes	through	web	pages	

gathering	information.	When	a	user	makes	a	specific	query	in	a	search	engine,	data	files	and	results	similar	to	that	

search	are	displayed.	At	different	periods	of	time,	search	engines	make	revisions	to	different	web	pages,	to	update	

their	database	of	possible	changes	that	have	occurred	in	their	content.	Every	hierarchical	search	engine	consists	

of	three	parts:	

• The	software	that	scans	the	network	

• Programs	that	create	databases	

• Everything	the	user	uses	to	explore	the	database	

Directory Based Search Engines 

Directory-type	 search	engines	offer	users	 relevant	 information	about	 listed	web	pages	 found	 in	a	 link	

index.	 They	 don't	 contain	 any	 content	 information	 and	 they	 don't	 explore	 web	 pages	 either.	 They	 are	 only	

responsible	 for	 recording	 the	 page	 details,	 title	 and	 all	 descriptive	 details	 requested	 during	 registration.	 The	

information	they	deliver	to	the	user	is	related	to	the	body	and	topics	covered	by	the	website.	



 
 

 

 
 

71 

Meta-search engines 

This	search	window	uses	multiple	engines	and	with	this	action	it	is	possible	to	get	wider	results.	This	is	

possible	 thanks	 to	 the	 fact	 that	 the	answers	 to	 the	various	questions	of	 the	users	use	 several	 search	engines,	

thereby	speeding	up	and	feeding	the	information	provided.	

	

Figure	5.10:	Meta-search	Engine	(https://en.wikipedia.org/wiki/Metasearch_engine)	

Hybrid Search Engines  

Both	crawler-based	results	and	human-powered	listings	are	presented	by	hybrid	search	engines.	These	

days,	there	is	a	combination	of	both	results.	Crawlers	serve	as	the	primary	mechanism	while	human-powered	

directories	serve	as	the	secondary	mechanism	in	the	majority	of	crawler-based	search	engines,	like	Google.	Google	

might	use	descriptions	of	webpages	from	human-powered	directories	in	order	to	display	them	in	search	results.	

Hybrid	forms	of	search	engines	are	shifting	more	and	more	toward	becoming	crawler-based	as	human	powered	

directories	disappear.	Even	yet,	copied	and	spammy	websites	are	still	removed	manually	from	search	results.	In	

case	a	site	is	reported	for	spammy	behavior,	the	website	owner	should	take	corrective	action	and	resubmit	the	

site	to	search	engines.	Before	re-including	the	submitted	site	in	the	search	results,	the	experts	manually	review	it.	

Although	the	operations	are	controlled	in	this	way	by	the	crawlers,	manual	control	is	used	to	track	and	display	

the	search	results	in	a	natural	way	(Ann	Sunny,	2012).	

Subject Specific Search Engines 

These	search	engines	do	not	attempt	to	index	the	entire	web.	Instead,	they	focus	on	searching	for	websites	

or	pages	within	a	pre-defined	subject	area,	geographic	area,	or	resource	type.	Because	these	specialized	search	

engines	aim	for	extensive	coverage	within	a	single	domain	and	at	coverage	across	subjects,	they	can	often	index	
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documents	that	are	not	included	in	even	the	largest	search	engine	databases.	For	this	reason,	it	is	often	a	useful	

starting	point	for	specific	searches.	

Natural Language Search Engines 

These	search	engines	solve	the	problem	of	finding	information	using	a	different	approach.	They	do	not	use	

Boolean	operators,	but	questions	are	 formulated	by	the	user	using	natural	 language.	Examples	of	such	search	

engines	are	AskJeeves.	

Gateways and Virtual Libraries 

As	the	internet	has	grown,	the	need	to	find	information	on	it	has	become	more	imperative.	Of	course,	this	

leads	 to	 two	main	problems	 -	 finding	 the	 information	and	evaluating	 it	when	 found.	The	virtual	 library	 is	 the	

answer	to	these	two	questions.	They	are	designed	to	offer	quick	and	easy	ways	to	find	quality	information	that	

will	help	the	user	in	his	work.	In	particular,	portals	and	virtual	libraries	are	collections	of	high-quality	information	

sources	of	a	specific	subject	area,	concerning	a	defined	audience	(Seguidores.online	n.d.).	

Intelligent Agents 

It	is	commonly	accepted	that	over	time	the	effective	use	of	the	internet	becomes	more	and	more	difficult.	

It	 is	 therefore	 obvious	 that	 locating	 and	 accessing	 information,	 retrieving,	 filtering	 and	 evaluating	 it	 is	 a	

particularly	difficult	process	to	be	successfully	carried	out	by	a	human	user.	Search	engines	in	their	traditional	

form	prove	to	be	ineffective	under	these	conditions	and	the	need	to	use	modern	technologies	becomes	demanding.	

Intelligent	agents	try	to	adapt	to	the	profile	and	needs	of	their	users	and	successfully	carry	out	the	above	process	

by	doing	exactly	what	their	users	would	do	if	they	had	the	necessary	time.	

EXAMPLES OF SEARCH ENGINES 

It	is	quite	possible	that	some	users	think	that	there	is	only	one	search	engine	and	that	is	the	mighty	Google.	

Although	it	is	the	most	popular	in	the	world,	there	are	other	search	engines	that	also	have	their	special	benefits.	

Although	there	is	no	established	classification	for	the	engines,	there	are	engines	for	queries	on	general	topics	and	

others	specialize	in	image	searches.	In	addition,	there	are	engines	for	exclusively	educational	topics	and	also	for	

children	(Seguidores.online	n.d.).	

Google 

Google	started	with	 the	 idea	 that	websites	are	simply	part	of	a	huge	popularity	contest,	and	 the	more	

popular	a	site	is,	the	more	people	link	to	it	to	recommend	it	to	others.	Therefore,	the	more	links	a	website	has,	the	

better	it	should	be	for	users,	and	the	better	it	should	rank	in	their	new	search	engine.	
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In	a	1998	university	paper,	it	was	determined	that	Google	essentially	translates	a	link	from	page	a	to	page	

b	as	a	vote	from	page	a	to	page	b.	Google	evaluates	how	important	a	page	is	by	the	votes	it	receives.	This	formed	

the	most	 important	 part	 of	 Google's	 algorithm,	 known	 as	 PageRank.	 Over	 the	 years,	 Google	 has	 tweaked	 its	

algorithm	to	give	less	value	to	some	things	and	more	to	others	(Adamantios,	2021).	

	

Figure	5.11:	Google	(https://en.wikipedia.org/wiki/Google_Search#/media/File:Google_Homepage.svg)	

Bing 

This	 Microsoft	 search	 engine	 is	 quite	 similar	 to	 the	 way	 Google	 offers	 answers	 to	 user	 queries.	 The	

interface	is	also	very	similar	to	Google	but	with	some	variations	such	as	the	ability	to	play	video	thumbnails	while	

other	video	queries	are	made.	The	Bing	search	engine	also	offers	a	translation	program,	just	by	clicking	on	an	

extra	tab	(Seguidores.online	n.d.).		
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Figure	5.12:	Bing	(Warren,	2020)	

Yahoo! 

Although	the	first	impression	users	have	when	using	this	search	engine	is	that	they	are	entering	a	web	

page,	it	has	millions	of	followers	worldwide.	Yahoo!	offers	the	ability	to	have	an	email,	enjoy	online	shopping,	have	

a	discount	on	airline	tickets	and	tour	packages,	play	games	and	endless	other	services	(Seguidores.online	n.d.).	

	

Figure	5.13:	Yahoo!	(J	Law,	2022)	

Ask 

It	is	a	pretty	accurate	search	engine;	you	just	need	to	enter	the	word	you	want	to	search	and	the	search	

result	will	be	exclusively	for	the	topic	you	entered	(Seguidores.online	n.d.).	
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Figure	5.14:	Ask	(https://play.google.com/store/apps/details?id=com.ask.browser&hl=en_US&gl=US)	

DuckDuckGo 

This	search	engine	does	not	associate	users	with	 their	 Internet	Protocol	or	 IP	data.	 It	provides	search	

results	by	categories.	It	also	returns	recipe	results	if	the	search	term	includes	food	names	(Seguidores.online	n.d.).	

	

Figure	5.15:	DuckDuckGo	(Lomas,	2019	

Image search engine 

In	addition	to	queries	on	various	topics,	search	engines	offer	the	possibility	to	consult	the	various	images	

stored	on	the	network.	Although	it	is	not	possible	to	determine	which	is	the	best	image	search	engine.	All	offer	

good	picture	results	and	child	protection	filters,	like	the	one	below:	
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• Google	Image	Search:	It	has	a	collection	of	millions	of	images,	which	are	available	to	all	users.	It	

offers	different	filters,	which	help	users	to	search	for	the	best	result.	The	same	image	search	option	

is	offered	by	search	engines	Bing	and	Yahoo!	(Seguidores.online	n.d.).		

Educational search engines 

Each	of	the	search	engines	has	its	areas	of	expertise,	that's	why	the	ones	oriented	towards	educational	

topics	and	for	the	lovers	of	scientific	topics	are	born.	Query	results	are	related	to	scientific	research	publications	

and	specialized	journals	in	a	specific	field	of	science,	among	others.	The	most	commonly	used	engines	for	these	

purposes	are:	

•	 MetaGer:	 It	 is	 very	 useful	 in	 providing	 its	 services,	 since	 it	 offers	 high	 security	 to	 users'	 IP	

addresses,	because	it	does	not	keep	any	traces	during	and	after	navigation.	That	is,	it	gives	the	user	the	possibility	

of	history	without	leaving	a	fingerprint.	

	

Figure	5.16:	Metager	(https://metager.org/)	

• Base:	Through	it	you	can	consult	the	various	scientific	articles,	from	recognized	libraries	to	the	

available	digital	archives.	
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Figure	5.17:	Base	(https://en.wikipedia.org/wiki/BASE_%28search_engine%29)	

• Google	Scholar:	With	this	search	engine,	you	can	consult	the	various	scientific	essays	available.	It	

also	offers	the	possibility	of	viewing	books	or	excerpts	of	them	that	are	related	to	the	query	made	

(Seguidores.online	n.d.).	

		

	

	

Figure	5.18:	Google	Scholar	
(https://en.wikipedia.org/wiki/Google_Scholar#/media/File:Google_Scholar_home_page.png)	

Search engine for kids 

The	options	available	for	information	seeking	are	not	limited	to	just	one	sector	of	the	population.	They	

also	 include	 children,	 as	 part	 of	 a	 counseling	 education	 and	 everything	 under	 an	 approach	 that	 ensures	

appropriate	content	for	them.	Among	the	most	used	are	fragFinn	and	BlindeKuh	(Seguidores.online	n.d.).	
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PROS AND CONS 

Search	engines	offer	a	wealth	of	information	and	facilitate	users	in	searching	for	any	query.	Knowledge	

has	entered	a	new	era	thanks	to	search	engines.	However,	although	the	advantages	are	very	important	and	much	

more	than	their	disadvantages,	there	are	some	elements	that	reduce	their	credibility	and	effectiveness,	such	as:	

• They	do	not	remember	the	previous	search.	

• They	do	not	personalize	the	answers	(e.g.,	they	return	the	same	URLs	to	University	professors	and	

primary	school	learners).	

• They	do	not	update	periodically	on	new	developments.	

• They	do	not	filter	out	useless	information.	

• They	do	not	process	selected	information.	

THE FUTURE OF SEARCH ENGINES 

Today	search	engines	are	not	just	any	index	of	web	pages.	Thanks	to	artificial	intelligence,	they	are	able	to	

better	understand	the	intent	of	their	users'	searches	and	provide	personalized	results.	

Voice Search 

Specific	searches	have	a	significant	percentage	of	total	searches.	Google	has	reported	that	about	20%	of	

its	searches	are	done	by	voice.	Voice	searches	use	multi-word	keywords	(long-tail	keywords)	phrased	in	the	form	

of	a	conversation.	A	good	practice	to	take	advantage	of	this	new	reality	is	to	structure	part	of	the	website	content	

in	the	form	of	questions	and	answers.	

Visual Search 

Users	today	are	able	to	take	a	photo	of	an	object	(e.g.,	a	product),	upload	the	photo	to	search	engines	and	

thus	start	the	customer	journey.	Today,	24%	of	website	traffic	originates	from	image	searches.	

This	trend	is	expected	to	strengthen	in	the	near	future.	Good	practices	for	digital	marketers	regarding	the	

exploitation	of	 this	 trend	 is	 the	use	of	 quality	 and,	 if	 possible,	 original	 images.	 It	 is	 also	necessary	 to	use	 the	

keywords	related	to	each	image	and	specifically	to	its	file	name	and	ALT	(Alternative	Text).	

It	is	also	worth	mentioning	that	Visual	Recognition	technology	using	Artificial	Intelligence	is	developing	

rapidly,	which	helps	 search	engines	 to	understand	 the	content	of	photos,	without	 the	need	 for	accompanying	

descriptive	texts	(Economides,	2021).	
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Amazon Product Searches 

Amazon	is	the	largest	e-commerce	platform	in	the	world.	When	it	comes	to	product	searches,	at	least	in	

the	US,	it's	the	benchmark.	The	creation	of	content	is	of	crucial	importance	for	achieving	a	high	ranking	of	the	

products	in	the	specific	engine	but	also	in	general.	

In	this	context,	it	is	becoming	more	and	more	important	to	use	artificial	intelligence	for	the	automated	

creation	of	content	on	a	large	scale	for	e-shops	and	other	websites	(Economides,	2021).	

Multitask Unified Model (MUM) 

The	MUM	 technology	 announced	 by	 Google	 in	May	 2021	 is	 expected	 to	 significantly	 change	 the	 user	

experience	of	its	machine.	

It	is	an	artificial	intelligence	model	that	uses	transformer	technology,	which	understands	the	meaning	of	

words	in	relation	to	the	context	in	which	they	are	included	and	no	longer	perceives	them	as	individual	elements.	

This	 development	may	 enable	 Google	 to	 act	 as	 a	 virtual	 research	 assistant	 on	 search	 topics	 that	will	

emphasize	direct	answers	to	user	searches	(Economides,	2021).	
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Figure	5.19:	Unified	Model	(Marius,	2022)	

TOP 10 SEARCH ENGINES IN THE WORLD IN 2022 

Which	are	 the	 top	search	engines	 today?	Although	Google	 is	 the	most	popular,	 there	are	other	 search	

engines	that	may	not	be	so	well	known	but	still	serve	millions	of	search	queries	per	day.	

There	are	a	number	of	alternative	search	engines	that	want	to	take	Google’s	throne	but	none	of	them	is	

ready	(yet)	to	even	pose	a	threat.	The	best	Google	alternatives	are	presented	below	and	they	are	the	10	best	search	

engines	in	2022,	ranked	by	popularity	(Chris,	2022).	

1. Google	

2. Microsoft	Bing	

3. Yahoo	

4. Baidu	

5. Yandex	

6. DuckDuckGo	
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7. Ask.com	

8. Ecosia	

9. Aol.com	

10. Internet	Archive	

	

Figure	5.20:	Top	Search	Engines	for	2022	(Chris,	2022)	

5.3 MACHINE LEARNING 

Machine	 Learning	 is	 an	 important	 part	 of	 computer	 science	 and	 is	 related	 to	 the	 field	 of	 Artificial	

Intelligence.	Machine	Learning	involves	algorithms,	which	extract	information	from	data	by	interacting	with	the	

environment	 they	are	 in,	and	then	aim	to	 improve	that	action	through	 iterations.	According	to	Arthur	Samuel	

(Samuel,	1959),	machine	learning	"enables	computers	to	learn	without	being	explicitly	programmed".	

The	 most	 formal	 definition	 was	 given	 by	 Tom	 M.	 Mitchell	 (Mitchell,	 1997),	 according	 to	 which:	 “A	

computer	 program	 is	 said	 to	 learn	 from	 an	 experience	 E,	 relative	 to	 a	 series	 of	 projects	 T	 and	 performance	

measured	by	P,	if	the	performance	on	projects	T,	measured	by	P,	improves	with	experience	E”.	



 
 

 

 
 

82 

Machine	learning	is	found	in	many	applications	that	do	not	involve	explicit	design	and	programming,	such	

as	search	engines,	visual	character	recognition,	spam	filters,	etc.	Machine	learning	prediction	or	categorization	

techniques	are	used	by	data	mining.	A	system,	through	machine	learning,	has	the	ability	to	predict,	which	with	

feedback,	leads	to	learning.	In	addition	to	feedback,	learning	is	also	based	on	examples	and	stored	knowledge.	In	

case	 there	 is	 a	 similar	 case	 in	 the	 future,	 the	 same	or	 completely	 different	 prediction	 can	be	made	using	 the	

feedback.	In	machine	learning	programs	the	science	of	statistics	is	particularly	important,	as	the	results	obtained	

from	the	predictions	must	be	statistically	significant.	

	

Figure	5.21:	Machine	Learning	

TYPES OF MACHINE LEARNING 

Machine	 learning,	 depending	on	 the	 result	 and	 the	way	 the	 learning	 system	works	 and	 is	 fed	back,	 is	

divided	into	four	types,	which	are:	

• Supervised	learning	

• Unsupervised	learning	

• Semi-supervised	learning	

• Reinforcement	learning	
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Figure	5.22:	Types	of	Machine	Learning	(Heidenreich,	2018)	

Supervised Learning 

The	term	supervised	learning	refers	to	the	process	of	feeding	an	algorithm	with	records	in	which	an	output	

variable	of	interest	is	known,	and	the	algorithm	tries	to	"learn"	how	to	predict	the	value	with	new	records	where	

the	outcome	is	unknown.	That	is,	they	model	a	response	variable	based	on	one	or	more	explanatory	variables	

(input	variable).	The	data	set	is	a	collection	of	input	and	output	pairs	of	the	form	(xi,	yi	),	i	=	1,2,…,n.	xi	is	called	a	

feature	vector,	where	each	value	of	the	vector	describes	the	i-th	element	of	the	data	set	(record).	yi	is	the	“label”	

and	is	usually	an	element	from	a	set	of	categories	or	a	real	number,	but	can	also	be	a	more	complex	structure	

(vector,	graph,	etc.).	xi	is	the	set	of	independent	variables	and	yi	is	the	dependent	variable.	Practically,	the	model	

with	a	set	of	training	data	finds	relationships	between	the	values	of	the	feature	vector,	since	it	knows	what	the	

desired	output	 is.	After	 the	training	process	and	after	having	satisfactory	results,	 the	model	should	be	able	 to	

predict	the	category	(or	label)	of	an	unknown	record,	with	a	high	probability,	correctly.	Algorithms	based	on	this	

learning	are	classification	and	regression	algorithms	(Burkov,	2019;	Heidenreich,	2018).	

Known	supervised	learning	algorithms/techniques	are:	

• Decision	Trees	

• Support	Vector	Machines	(SVM)	

• Naïve	Bayes	

• K-Nearest	Neighbors	(KNN)	etc.	
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Figure	5.23:	Example	of	Supervised	Learning.	Email	categorization	(Heidnreich,	2018)	

Unsupervised Learning 

Unsupervised	learning	is	used	when	there	is	no	response	variable	to	predict	or	classify.	More	specifically,	

the	term	unsupervised	learning	refers	to	the	analysis	that	someone	attempts	to	learn	something	else	about	the	

data	beyond	predicting	the	value	of	a	variable	of	interest,	such	as,	for	example,	whether	it	belongs	to	a	cluster.	

Unsupervised	 learning	 techniques	 are	 used	when	 there	 is	 no	 domain	 to	 predict	 but	 rather,	 the	 relationships	

between	the	data	are	explored	to	discover	their	general	structure.	

In	other	words,	it	is	automated	generation	of	new	knowledge,	where	the	desired	outputs	for	the	training	

set	are	not	known	and	the	model	is	generally	built	for	some	set	of	inputs	with	the	aim	of	finding	the	structure	of	

that	set.	Indicative	algorithms	of	this	class	of	learning	are:	

• The	Apriori	algorithm	

• K-means	

• Density-based	Spatial	Clustering	of	Applications	with	Noise	(DBSCAN)	

• Autoencoders	

• Local	Outlier	Factor	etc.	

Semi-supervised Learning 

In	semi-supervised	learning,	the	data	contains	both	labeled	and	unlabeled	data.	The	number	of	labeled	

data	is	usually	much	higher.	The	purpose	of	semi-supervised	learning	is	the	same	as	supervised	learning,	with	the	
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difference	that	using	a	lot	of	unlabeled	data	leads	to	the	creation	of	a	better	model,	for	some	cases	(Burkov,	2019;	

Heidenreich,	2018).	

Reinforcement Learning 

Reinforcement	 learning	 is	 a	 technique	where	 the	model	 is	 influenced	by	 the	 environment.	 The	model	

perceives	the	state	of	the	environment	as	a	vector	of	features.	The	model	is	able	to	act.	Each	action	of	the	model	is	

rewarded	or	punished,	and	can	change	the	state	of	the	environment.	The	purpose	of	the	model	is	to	perform	the	

best	 action,	 in	 each	 state	 of	 the	 environment.	 Reinforcement	 learning	 is	 used	 in	 computer	 games,	 robotics,	

simulations,	and	resource	management	systems.	Indicative	reinforcement	learning	algorithms	are:	

• Monte	Carlo	

• Q-Learning	

• SARS	

• DQN	

APPLICATIONS OF MACHINE LEARNING IN SEARCH ENGINES 

Machine	Learning	can	be	applied	in	various	areas	related	to	search	engines.	Some	applications	of	machine	

learning	in	search	engines	are	presented	below	and	the	more	interested	ones	are	then	explained:	

• Pattern	detection	

• Identifying	new	signals	

• Custom	signals	based	on	specific	query	

• Image	search	to	understand	photos	

• Identifying	similarities	between	words	in	a	search	query	

• Improve	ad	quality	

• Query	understanding	

• URL/Document	understanding	

• Search	features	

• Crawling	

• User	classification	
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• Search	ranking	

• Synonyms	identification/Query	expansion	

• Intent	disambiguation	

Pattern Detection 

Search	 engines	 use	machine	 learning	 to	 find	 patterns	 that	 can	 be	 used	 to	 identify	 spam	 or	 duplicate	

content.	 Although	 there	 are	 still	 human	 quality	 raters,	 machine	 learning	 has	 made	 it	 possible	 for	 Google	 to	

automatically	 scan	web	 pages	 and	 pick	 out	 low	 quality	 ones	without	 having	 to	 examine	 them	 first.	Machine	

learning	gets	more	accurate	as	it	analyzes	more	pages.	

Identifying the meaning of words based on their usage 

Search	engines	might	not	be	able	to	provide	an	exact	definition	of	a	word	or	phrase	if	it	is	extremely	new	

and	has	not	yet	gained	widespread	usage.	The	machine	learning	algorithms	of	a	search	engine	will	gather	data	

and	attempt	to	determine	the	meaning	of	a	word	or	phrase	when	more	and	more	people	start	using	it	and	it	is	

printed	in	numerous	places	on	the	internet.	Then,	the	search	engine	can	eventually	comprehend	it	perfectly.	

Eliminating spam and low-quality contents from search results 

Search	 engines	 use	 machine	 learning	 to	 detect	 duplicate,	 spam	 and	 low-quality	 content.	 Common	

characteristics	of	 such	content	are	several	outbound	 links	 that	actually	 lead	 to	unrelated	pages,	usage	of	stop	

words	and	synonyms	in	abundance,	etc.	In	order	to	give	users	more	relevant	content	and	improve	user	experience,	

search	engines	work	to	remove	such	contents	from	their	search	results.	The	amount	of	human	work	needed	to	

spot	low-quality	information	has	been	significantly	decreased	thanks	to	machine	learning.	Although	there	are	still	

human	quality	raters,	overall	human	involvement	has	drastically	decreased.	

Image search to understand photos 

An	example	of	this	application	is	Google	Image	Search	where	users	can	upload	photos	and	receive	details	

about	the	image	or	similar	looking	images,	etc.	On	the	internet,	there	is	a	ton	of	data	in	the	form	of	photos.	As	there	

are	 so	 many	 photos,	 search	 engines	 can	 employ	 machine	 learning	 in	 order	 to	 power	 their	 image	 searching	

functionality.	

Improve ad quality 

The	advertisements	that	search	engines	display	on	their	websites	are	a	major	source	of	income	for	them.	

Users	are	more	likely	to	actually	buy	the	offered	product	or	service	when	appropriate	adverts	are	suggested	to	

them,	which	benefits	both	the	company	providing	the	advertised	product	or	service	and	the	search	engine	that	
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placed	the	advertisement.	Both	require	payment.	Search	engines	utilize	machine	learning	to	pinpoint	the	correct	

target	audience	for	displaying	various	advertisements.	Relevant	adverts	are	displayed	to	the	user	in	response	to	

the	search	engine	queries	that	he	or	she	enters.	

Query understanding 

Machine	learning	is	used	to	decipher	the	user-typed	search	queries.	One	issue	that	machine	learning	helps	

to	overcome	is	query	classification.	Different	classifiers	are	used	to	the	search	query	by	search	engines;	hence,	

search	queries	are	divided	to:	

• Navigational	search	queries	

• Informational	search	queries	

• Transactional	search	queries	

URL/Document understanding 

This	 feature	 is	 about	 every	 action	 that	 can	be	done	 in	 order	 to	understand	 a	URL	 (Uniform	Resource	

Locator).	For	example,	spam	detection,	page	classification,	etc.	

Search Features 

Machine	Learning	is	used	in	order	to	generate	search	features	like	site	links,	related	searches,	knowledge	

graph	data,	etc.	

User classification 

User	classification	is	a	feature	that	concerns	users	and	the	process	of	trying	to	figure	out	what	kind	of	a	

user	a	person	is.	This	feature	is	mainly	useful	for	personalized	search.	

Understanding user queries 

Every	time	users	enter	a	question	into	a	search	engine,	like	Google,	Bing,	etc.,	it	becomes	crucial	for	the	

search	engine	to	comprehend	what	users	attempting	to	ask.	A	search	engine	which	cannot	understand	what	users	

are	trying	to	ask	or	cannot	understand	a	query	clearly,	will	be	useless,	as	it	will	not	be	able	to	provide	users	with	

the	right	responses.	Using	machine	learning	is	significant	in	this	situation.	While	typing	their	requests	into	search	

engines,	users	are	possible	to	make	spelling	mistakes.	It	is	impossible	to	assume	that	a	user	will	spell	every	word	

correctly.	A	search	engine	will	display	the	proper	spelling	of	a	word	in	case	users	enter	it	incorrectly.	Even	if	users	

make	a	spelling	error,	the	search	engine	is	intelligent	enough	to	recognize	the	term	they	are	typing.	So,	search	

engines	use	machine	learning	for	spelling	correction.	
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Synonyms Identification 

The	 best	 engines	 can	 correctly	 respond	 to	 users’	 searches	 in	 case	 they	 use	 synonyms,	 even	 the	 least	

common	ones.	Search	engines	can	 figure	out	what	users	are	 looking	 for.	 In	 this	case,	machine	 learning	 is	also	

applied.	Users	 occasionally	 ask	questions	 that	 are	 a	 little	 vague.	An	 effective	 search	 engine	 should	be	 able	 to	

recognize	the	uncertainty	and	find	a	solution.	Machine	learning	is	used	in	this	case	too.	A	search	engine	can	also	

categorize	a	query	into	one	of	the	other	categories,	such	as	whether	it	is	informational,	transactional,	navigational	

or	belongs	to	any	other	category.	The	classification	of	 the	queries	 is	done	using	machine	 learning.	The	search	

engine	may	provide	the	appropriate	supplementary	information	depending	on	the	category	of	the	queries.	For	

instance,	if	users	type	“Westminster	Abbey”,	they	will	find	information	about	it	and	also	see	its	location	on	Google	

Maps.		

Intent disambiguation 

For	better	understanding	this	feature,	an	example	is	necessary.	If	there	is	a	user	who	searches	for	eagles,	

the	search	engine	should	be	able	to	figure	out	if	the	query	concerns	the	band	eagles,	or	Philadelphia	eagles	or	the	

bird	eagle	or	all	of	them	together.	Machine	Learning	is	required	in	these	types	of	scenarios.	

Search Ranking 

The	term	“ranking”	describes	how	a	website	or	page	is	displayed	in	search	engine	results.	A	position	in	a	

search	engine	is	a	typical	term	for	a	webpage’s	ranking	there.	The	position	in	which	a	specific	website	appears	

after	conducting	a	search	is	known	as	search	engine	ranking.	Ten	websites	are	normally	listed	on	each	page	of	the	

search	results,	though	occasionally	videos,	photos,	and	local	listings	are	also	included.	In	fact,	a	higher	ranking	in	

the	search	results	is	correlated	with	a	lower	number,	whereas	a	lower	ranking	is	correlated	with	a	greater	number.	

Since	websites	that	are	ranked	higher	often	obtain	a	larger	percentage	of	click-throughs	and	more	visitors	are	

attracted	by	them	compared	to	lower-ranked	websites,	many	website	owners	run	SEO	efforts	to	raise	their	search	

engine	rating	and	move	their	website	closer	to	the	top	of	the	results.	The	ranking	of	a	website	in	a	search	engine	

is	affected	by	a	wide	range	of	variables,	including	its	age,	the	caliber	of	its	link	profile,	the	relevance	of	the	page,	

social	signals,	and	amount	of	competition	among	others.	Instead	of	ranking	an	entire	website,	search	engines	rate	

specific	pages.	This	implies	that	a	deep	internal	page	might	be	listed	on	the	third	page,	while	the	homepage	might	

rank	#1	for	specific	keywords	(Ann	Sunny,	2012).	

5.4 DATA MINING 

Today,	a	huge	amount	of	data	 is	generated	 from	various	sources,	natural	and	technological,	as	well	as	

human.	Most	 of	 this	 data	 is	 in	 raw	 form	 (raw	data).	 The	 recording	of	 this	 data	 can	 come	 from	measurement	

collections,	mobile	devices,	social	networks,	sensor	data,	tracking	data,	querying,	web	browsing,	etc.	The	low	cost	
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of	storage	has	allowed	the	preservation	of	this	data	in	a	primary	form,	in	order	to	carry	out	knowledge	through	

their	analysis.	

Data	Mining	 is	 used	 to	 address	 the	 challenges	 of	managing	 this	 data	 and	 uncovering	 hidden	 patterns	

(pattern	recognition)	and	encoding	 the	 information	collected.	Data	 is	extremely	useful,	provided	 its	 collective	

intelligence	is	harnessed	effectively.	Essentially	the	raw	data	is	in	a	form	that	the	human	mind,	with	its	limited	

analytical	 ability,	 cannot	 extract	 useful	 information	 from.	 Data	 mining	 is	 a	 solution	 to	 this	 problem.	 This	 is	

achieved	with	the	help	of	techniques	and	algorithms	applied	by	data	mining,	in	combination	with	other	sciences	

(statistics,	machine	learning,	pattern	recognition,	etc.),	to	analyze	the	data.	

DATA MINING AND KNOWLEDGE DISCOVERY 

Data	 mining	 is	 an	 integral	 part	 of	 knowledge	 discovery	 from	 data	 (KDD),	 which	 is	 the	 process	 of	

transforming	raw	data	 into	useful	 information.	This	process	consists	of	a	series	of	 transformations,	 from	pre-

processing	the	data	to	post-processing	the	data	mining	results.	

	

Figure	5.24:	Process	of	discovering	knowledge	from	Data	

First,	 it	should	be	noted	that	the	data	 is	available	 in	a	variety	of	 formats	and	may	come	from	different	

categories.	Also,	depending	on	the	format	of	the	analysis	and	the	way	it	is	designed,	it	is	possible	that	they	should	

be	used	in	more	than	one	data	category.	For	example,	if	one	considers	the	example	of	data	mining	from	a	relational	

database,	then	only	the	data	that	exists	recorded	in	the	database	is	used,	which	in	the	vast	majority	comes	from	

common	categories.	Whereas	in	the	case	where	mining	is	to	be	done	from	systems	designed	to	operate	on	the	

internet,	things	are	completely	different,	as	there	is	a	huge	amount	of	data	with	a	different	category	each.	

Therefore,	the	purpose	of	pre-processing	(or	preparation)	is	to	transform	all	existing	data	into	a	suitable	

form	to	assist	the	subsequent	operation	of	the	mining	algorithm.	This	goal,	 in	some	cases,	 is	easily	achievable,	

while	in	some,	more	modern,	approaches	it	is	particularly	complex,	due	to	the	variety	and	unevenness	of	the	data.	

Some	basic	aims	are	to	eliminate	the	noise	contained	in	the	data,	to	fit	all	elements	in	a	common	system	in	a	certain	

way,	and	others.	
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Then,	after	running	the	mining	algorithm,	there	is	further	analysis.	This	analysis	mainly	aims	to	make	the	

data	as	friendly	and	understandable	as	possible	to	the	user,	who	will	use	it	and	ultimately	receive	the	information.	

More	 specifically,	 it	 states	 that	 the	 information	 created	 is	 intended	 to	 feed	 another	 system,	 such	 as	 a	

recommendation	system	or	a	decision	support	system,	and	generally	to	help	analysts	easily	interpret	patterns	and	

correlations	between	data.	In	order	for	such	a	thing	to	be	possible,	there	must	be	a	presentation	of	the	correlations	

in	 a	 simple	 and	 comprehensible	way	 for	humans.	Therefore,	 at	 this	 stage,	 statistical	 techniques,	 visualization	

diagrams	and	other	tools	are	used,	which	are	generally	proven	to	have	a	better	effect	on	user	understanding.	

METADATA 

Metadata	 is	 data	 that	 describes	 or	 explains	 other	 data,	 making	 it	 easier	 to	 retrieve,	 process	 and	 manage	

information.	They	are	stored	in	databases	and	usually	aim	to	extract	other	more	important	and	exploitable	data.	

They	facilitate	information	extraction	and	can	even	help	organize	content.	

There	is	metadata	associated	with	search	engine	results.	SEO	(Search	Engine	Optimization)	is	a	service	whose	

demand	is	increasing	rapidly.	More	and	more	owners	of	websites	or	online	stores	request	that	their	website	or	

their	online	store	appear	higher	in	the	search	engine	results.	

Metatitles,	metatags,	metadescriptions	and	many	other	elements	are	extremely	important	to	be	declared	correctly	

in	order	to	achieve	better	SEO.	In	other	words,	these	are	elements,	which	may	not	be	immediately	apparent	to	the	

user,	but	are	nevertheless	the	critical	information	based	on	which	Google	classifies	the	web	pages	in	the	results	of	

a	search.	Search	engines	use	this	type	of	metadata,	trying	to	"serve"	the	user	results	that	are	very	close	to	what	

the	user	is	really	looking	for.	

	

PRACTICAL DIFFICULTIES 

Data	 analysis	 techniques	 often	 face	 some	 difficulties,	 which	 can	 be	 handled	 by	 data	 mining.	 These	

difficulties	can	come	from	the	huge	amount	of	data	and	its	great	diversity	and	are	presented	below:	

● Scaling:	Data	mining	algorithms	are	capable	of	handling	the	size	of	data	sets	(gigabytes,	terabytes	

or	even	petabytes).	

● High	 dimensionality:	 The	 increase	 in	 the	 size	 of	 the	 data	 also	 results	 from	 the	 multitude	 of	

characteristics	of	the	data	that	can	be	measured	in	hundreds	or	thousands	(e.g.,	temporal	or	spatial	

components)	or	from	the	high	frequency	of	data	collection	(e.g.,	temperature	measurements).	
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● Heterogeneous	 and	 complex	 data:	 Data	 sets	 usually	 contain	 different	 types	 of	 features,	 either	

continuous	or	categorical.	The	nature	of	the	objects	(e.g.,	collections	of	web	pages	containing	semi-

structured	text	and	hyperlinks,	climate	data	consisting	of	time	series	of	measurements,	etc.)	as	

well	as	the	need	to	record	the	relationships	between	them	(e.g.,	temporal	/	spatial	autocorrelation,	

relationships	 parent-child)	 accounts	 for	 increasing	 data	 complexity.	 It	 is	 important	 that	 data	

mining	can	handle	different	types	of	features.	

● Data	ownership	and	distribution:	In	data	analysis	there	is	often	the	issue	of	ownership	or	transfer	

which	is	a	problem	as	the	data	is	either	stored	in	one	location	or	not	owned	by	an	organization	or	

is	geographically	distributed	between	resources	owned	by	multiple	entities.	Some	issues	that	need	

to	be	addressed	are:	

o reducing	the	amount	of	communication	required	to	perform	distributed	computations,	

o the	efficient	consolidation	of	data	mining	obtained	from	multiple	sources,	and	

o dealing	with	data	security.	

● Non-traditional	analysis:	Traditionally,	the	analysis	process	is	based	on	the	hypothesis-and-test	

statistical	 approach.	This	process	 is	 extremely	 energy-intensive	 and	 today	 requires	 automated	

hypothesis	generation	and	evaluation	processes	and	may	involve	the	analysis	of	temporal	data.	

CATEGORIES OF DATA MINING SYSTEMS 

The	 field	of	data	mining	has	expanded	enormously	 in	 recent	years,	 since	more	and	more	sciences	are	

making	 use	 of	 its	 techniques,	 with	 the	 aim	 of	 improving	 the	 decisions	 made	 and	 generally	 exploiting	 the	

possibilities	provided	by	the	abundance	of	existing	data.	It	is	therefore	natural	that	the	great	appeal	has	led	to	the	

creation	of	different	requirements,	which	in	turn	lead	to	different	design	and	operation	of	new	algorithms.	So,	a	

point	has	been	reached	where	there	is	a	plethora	of	algorithms	available.	These	algorithms	are	quite	different	

from	each	other	and	each	of	them	suits	different	classes	of	data.	However,	a	primary	division	into	two	basic	types	

of	models	is	possible,	whose	individual	goals	are	satisfied	by	different	classes	of	algorithms.	
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Figure	5.25:	Data	Mining	and	Analysis	Techniques	

Regarding	the	division	in	terms	of	the	type	of	models,	there	are	two	main	types,	the	first	is	made	up	of	

models	that	predict	(predictive	models)	and	models	that	describe	(descriptive	models	-	Tan,	Steinbach,	Karpatne	

and	Kumar,	2006).	These	two	types	differ	mainly	in	terms	of	their	operating	objective.	As	the	respective	names	

suggest,	 the	 first	 models	 try	 to	 predict	 values	 and	 requirements	 of	 certain	 basic	 characteristics	 under	

consideration,	 while	 the	 second	 ones	 work	 with	 the	 aim	 of	 combining	 data	 in	 order	 to	 create	 patterns	 and	

relationships	between	the	data	and	its	properties.	

The	above	separation	falls	at	a	very	initial	level	of	analysis,	while	on	a	more	technical	level	it	can	be	noted	

that	there	are	certain	categories	of	algorithms,	which	perform	specific	separations	and	operations	between	the	

data	and	their	properties.	These	categories	satisfy	both	the	goals	of	descriptive	and	the	goals	of	predictive	models.	

Additionally,	 at	 this	 point	 it	 is	 stated	 that	 there	 are	 too	many	 categorizations	 and	 correspondingly	 too	many	

algorithms	that	fall	into	each	of	them.	

Briefly	it	is	stated	that	these	categories	are	classification,	regression,	clustering	and	association	analysis.	

DATA MINING METRICS 

Data	mining	metrics	are	a	set	of	measurements	that	help	determine	the	effectiveness	of	a	data	mining	

technique	or	algorithm.	They	are	used	to	find	the	best	possible	technique.	Each	type	of	data	mining	is	different	

and	has	its	own	metrics.	To	evaluate	an	outcome,	in	many	cases,	a	single	metric	may	not	be	enough.	In	these	cases,	

to	achieve	 the	accuracy	of	 the	assessment,	multiple	metrics	are	used.	Choosing	 the	 right	metrics	 for	any	data	

mining	application	is	a	critical	part.	

Data	mining	metrics	are	divided	into	the	following	categories:	

● Accuracy	
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● Reliability	

● Utility	

Accuracy 

Accuracy	 is	a	measure	of	how	effectively	a	model	can	relate	a	result	 to	 the	characteristics	of	 the	data.	

Accuracy	metrics	are	different	and	depend	on	the	data	used.	In	reality,	however,	there	are	cases	of	missing	values,	

or	their	change	after	multiple	processing.	In	the	process	in	which	the	model	is	researched	and	developed,	there	is	

an	acceptance	of	a	margin	of	error,	especially	in	the	case	of	data	with	uniform	characteristics.	There	is	the	case	of	

combining	accuracy	metrics	with	reliability	metrics.	

Reliability 

Regarding	reliability,	this	is	a	metric	in	which	a	data	mining	model	is	evaluated	on	different	datasets.	The	

reliability	of	a	data	mining	model	is	achieved	when	it	produces	the	same	type	of	predictions,	or	generally	the	same	

kinds	of	patterns,	regardless	of	the	test	data	provided.	

Utility 

Utility	 is	a	category	of	metrics	that	 includes	various	metrics	that	 inform	whether	useful	 information	is	

provided	by	the	model.	For	example,	some	models	may	not	be	useful	because	they	lack	the	ability	to	explain	the	

phenomenon	or	generalize	to	other	data	sets,	even	if	the	models	are	accurate	and	reliable.	

Measuring	effectiveness	or	usefulness	is	sometimes	a	difficult	process.	In	fact,	different	techniques	could	

use	different	metrics	and	also	based	on	what	and	how	useful	a	model's	output	is.	For	example,	when	it	comes	to	

entrepreneurship,	 it	 is	 the	 return	 on	 investment	 (ROI)	 that	 is	 useful.	 The	 ROI	metric	 looks	 at	 the	 difference	

between	the	cost	of	the	model	and	the	benefits	of	using	the	model.	Of	course,	quantifying	the	return	is	a	difficult	

process.	One	way	to	measure	it	is	by	watching	for	increased	sales,	or	decreased	advertising	spend,	or	both.	

DATA 

Data	mining	requires	the	"preparation"	of	the	data.	Data	in	the	real	world	is	usually	noisy,	huge	in	volume	

and	can	come	from	different	sources.	In	data	mining	the	first	and	most	important	step	is	to	pre-process	the	data,	

which	requires	knowledge	about	it.	In	the	data	analysis	process,	it	is	important	to	clarify	the	attributes	that	make	

up	the	data,	the	values	that	the	attributes	take,	which	attributes	are	discrete	and	which	take	real	values,	how	the	

values	are	distributed,	 if	 there	are	ways	 to	display	 the	data,	 if	 there	are	outliers,	 if	 there	 is	a	way	 to	measure	

similarity	between	some	records.	
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Entries and Attribute Types 

The	records	that	make	up	datasets	are	entities,	which	are	described	by	their	attributes.	Other	names	that	

may	be	encountered	as	records	are	samples,	examples,	snapshots,	data	points,	or	objects.	In	some	types	of	files	

(e.g.,	 csv	 files),	 or	 in	 a	 database,	 records	 are	 represented	 by	 rows,	while	 their	 attributes	 are	 represented	 by	

columns.	

Depending	on	the	field	of	science	and	literature,	the	attribute	is	also	referred	to	as	a	dimension	or	variable.	

In	Machine	Learning,	as	well	as	in	data	mining,	the	term	attribute	is	preferred,	in	statistics	the	term	variable,	while	

in	Data	Warehouses	the	term	dimension.	Records	are	described	by	sets	of	features,	called	feature	vectors.	For	

example,	a	customer	may	have	an	identifier,	name,	and	address,	which	are	feature	vectors.	

The	type	of	each	attribute	depends	on	the	values	that	the	attribute	takes	and	can	be:	

● Nominal	-	Categorical	

● Binary	

● Ordinal	

● Numeric	

Categorical attribute 

A	categorical	attribute	contains	values,	which	can	be	symbols	or	names.	The	values	are	not	sorted	and	

each	value	represents	some	kind	of	category,	code	or	status.	In	computer	science,	categorical	attribute	values	are	

also	known	as	enumerations	(Han,	Kamber	and	Pei,	2012).	

In	addition	to	symbols	and	names,	values	may	also	be	represented	by	numbers.	However,	at	these	values	

mathematical	operations	do	not	make	sense,	so	the	numbers	are	not	used	quantitatively.	

In	categorical	values	it	is	meaningless	to	find	the	mean	or	median	for	an	attribute,	given	a	set	of	data,	since,	

as	mentioned,	the	classification	is	meaningless.	However,	it	is	interesting	to	calculate	the	most	common	value	of	

the	feature,	as	it	is	important	for	measures	of	central	tendency	(Han,	Kamber	and	Pei,	2012).	

Binary attribute 

A	binary	attribute	is	a	categorical	attribute	that	has	only	two	states:	0	or	1.	0	represents	the	absence	of	an	

attribute	and	1,	on	the	contrary,	represents	the	presence.	Binary	attributes	are	also	referred	to	as	Boolean	in	case	

the	two	states	they	contain	correspond	to	true	and	false.	
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In	case	the	two	states	of	a	binary	attribute	are	equally	valuable,	 i.e.,	 the	result	must	not	necessarily	be	

coded	to	0	or	1,	then	the	attribute	is	called	symmetric.	An	example	of	such	a	case	is	gender.	Conversely,	there	is	

also	the	asymmetric	binary	feature	in	which	the	states	are	not	equal,	such	as	the	positive	and	negative	result	of	a	

medical	test	for	the	coronavirus.	Conventionally,	the	most	significant	outcome	is	coded	as	1,	which	is	usually	the	

rarest,	and	the	other	as	0	(Han,	Kamber	and	Pei,	2012).	

Hierarchical attribute 

An	attribute	in	which	the	values	have	a	rank	to	each	other,	but	the	magnitude	between	successive	values	

is	not	known	(e.g.,	small	–	medium	–	large),	is	a	hierarchical	attribute.	Hierarchical	features	are	used	to	register	

ratings	that	cannot	be	measured	objectively.	Therefore,	the	use	of	the	specific	features	is	mainly	in	questionnaires	

for	evaluations.	

Categorical,	 binary,	 and	 hierarchical	 values	 are	 qualitative	 measurements,	 that	 is,	 they	 describe	 a	

characteristic	of	an	object	without	giving	an	actual	size	or	quantity	(Han,	Kamber	and	Pei,	2012).	

Numerical attribute 

An	attribute,	which	is	quantitative,	is	a	numerical	attribute.	This	means	that	it	is	a	measurable	quantity	

that	can	be	represented	by	integer	or	real	values	and	allows	arithmetic	operations	to	be	performed	between	two	

values.	Numeric	features	can	be	expressed	as	interval-scaled	or	ratio-scaled.	

Equally	spaced	features	express	a	measurable	quantity,	which	is	measured	by	equally	sized	intervals.	In	

this	type	of	scale	measurements,	the	values	can	be	negative,	zero	or	positive.	So,	in	addition	to	being	able	to	rank,	

it	is	also	possible	to	quantify	the	difference	between	two	features.	Examples	of	interval	values	are	temperature	

and	IQ.	

The	analog	measurement	scale	is	a	numerical	characteristic	that	has	an	inherent	zero	point,	which	means	

that	it	can	only	take	non-negative	values.	In	this	measurement,	one	value	can	be	characterized	as	a	multiple	of	

another	 (ratio).	 In	 addition,	 the	 prices	 can	 be	 sorted	 and	 there	 is	 the	 possibility	 of	 calculating	 the	 difference	

between	prices,	average	price,	prevailing	price,	etc.	Typical	examples	are	weight,	age,	years	of	experience,	height,	

coordinates,	etc.	

Data Quality 

Data	mining	applications	are	often	applied	to	data	that	was	collected	for	another	purpose	or	for	future	but	

unspecified	applications.	For	this	reason,	data	mining	cannot	usually	take	advantage	of	the	significant	benefits	of	

"addressing	quality	issues	at	the	source".	Rather,	the	design	of	experiments	or	surveys,	in	which	a	predetermined	

level	of	data	quality	is	achieved,	is	the	preoccupation	of	a	large	part	of	statisticians.	Data	quality	problems	are	
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usually	unavoidable.	For	this	reason,	data	mining	relies	on	detecting	and	correcting	data	quality	problems,	as	well	

as	using	algorithms	that	tolerate	poor	data	quality.	The	first	step,	detection	and	correction,	is	cleaning	the	data.	

Measurement and Data Collection Issues 

It	 is	 impossible	 for	data	 to	 always	be	 in	perfect	 condition.	Human	errors,	 limitations	of	measurement	

devices,	or	flaws	in	the	data	collection	process	are	some	of	the	problems	that	may	exist.	Also,	values	or	entire	data	

objects	may	be	missing,	while	in	other	cases,	the	objects	may	be	fakes	or	duplicates,	i.e.,	multiple	data	objects	that	

all	correspond	to	a	single	"real"	object.	For	example,	for	a	person	who	has	recently	lived	at	two	different	addresses	

there	may	be	two	different	records.	Even	if	all	the	data	is	there	and	clear,	inconsistencies	are	still	possible.	

Measurement and Data Collection Errors 

Measurement	error	is	any	problem	that	may	arise	from	the	measurement	process.	It	is	possible	that	the	

value	recorded	 is	different	 from	the	actual	value,	which	 is	a	common	problem.	For	continuous	properties,	 the	

numerical	difference	between	the	measured	and	the	true	value	is	called	an	error.	In	data	collection,	an	error	can	

be	the	omission	of	data	objects	or	attribute	values,	or	the	inappropriate	inclusion	of	a	data	object.	Measurement	

errors	and	data	collection	errors	are	divided	into	systematic	and	random.	

Noise and Artifacts 

In	a	measurement	error	noise	is	a	random	component	which	may	include	distortion	of	a	value	or	addition	

of	spurious	objects.	The	term	noise	is	often	used	in	relation	to	data	that	has	a	spatial	or	temporal	component.	To	

reduce	 the	 noise	 in	 such	 cases,	 techniques	 from	 signal	 or	 image	processing	 are	 used,	which	 help	 to	 discover	

patterns	(signals)	which	may	be	"lost	in	the	noise".	Eliminating	noise	is	a	difficult	process.	For	this	reason,	data	

mining	 focuses	 on	 devising	 robust	 algorithms	 that	 produce	 results	 that,	 even	 in	 the	 presence	 of	 noise,	 are	

acceptable.	A	streak	at	the	same	point	in	a	set	of	photos	is	a	data	error	that	is	the	result	of	a	more	deterministic	

phenomenon.	Such	deterministic	distortions	of	the	data	are	often	referred	to	as	artifacts.	

Validity, Bias and Accuracy 

In	statistical	and	experimental	science,	the	quality	of	the	measurement	process	and	the	resulting	data	is	

measured	by	validity	and	bias.	Validity	is	the	closeness	of	repeated	measurements	(of	the	same	quantity)	to	each	

other.	Bias	is	a	systematic	quantity	that	is	measured.	Typically,	validity	is	measured	as	the	standard	deviation	of	

a	set	of	values,	while	bias	 is	 the	difference	between	the	mean	of	 the	set	of	values	and	the	known	value	of	 the	

quantity	being	measured.	Determination	of	bias	is	limited	to	objects	with	a	measured	quantity	known	by	means	

other	than	the	current	state.	For	the	degree	of	measurement	error	in	the	data,	the	term	"accuracy"	is	commonly	

used.	



 
 

 

 
 

97 

Accuracy	 refers	 to	 the	 closeness	 of	 measurements	 to	 the	 true	 value	 of	 the	 measured	 quantity.	 It	 is	

characterized	by	 its	dependence	on	validity	and	bias,	but	as	 it	 is	a	general	concept,	with	respect	 to	 these	 two	

quantities,	there	is	no	specific	formula.	A	special	feature	of	precision	is	the	fact	that	it	uses	significant	figures.	The	

basic	purpose	is	to	use	only	as	many	digits	to	represent	the	result	of	a	measurement	or	calculation	as	are	justified	

by	the	validity	of	the	data.	

In	data	mining,	significant	figures,	validity,	bias,	and	precision	are	often	ignored,	but	that	doesn't	mean	

they	aren't	important	to	statistics	and	science.	A	frequent	phenomenon	is	that	data	sets	are	not	accompanied	by	

information	about	the	accuracy	of	the	data,	and	furthermore,	the	programs	used	for	the	analysis	return	results	

without	any	such	information.	However,	it	is	possible	for	an	analyst	to	make	significant	errors	in	analyzing	the	

data	if	they	do	not	understand	the	accuracy	of	the	data	and	results.	

Extreme Values 

Outliers	are	either	data	objects	whose	characteristics	differ	 from	most	of	 the	other	data	objects	 in	 the	

dataset,	 or	 values	 of	 a	 characteristic	 that,	 relative	 to	 the	 typical	 values	 for	 that	 characteristic,	 are	 unusual.	

Definitions	of	outliers,	proposed	by	the	data	mining	and	statistics	communities,	are	many	and	varied.	Also,	the	

concept	of	noise	should	not	be	confused	with	that	of	extreme	values.	Outliers	may	be	legitimate	objects	or	data	

values,	 so	 they	are	of	some	 interest	relative	 to	 the	noise.	For	example,	 fraud	and	network	 intrusion	detection	

efforts	focus	on	finding	unusual	objects	or	events	among	a	large	number	of	normal	ones.	

Absent Values 

It	is	possible	for	an	object	that	one	or	more	attribute	values	are	missing.	This	can	happen	in	cases	where	

information	was	not	collected,	such	as	when	some	people	did	not	want	to	give	their	age	or	weight	during	a	study.	

Also,	in	other	cases,	certain	attributes	may	not	apply	to	all	objects.	For	example,	often	when	filling	out	a	form	there	

are	parts	that	only	need	to	be	filled	in	if	the	person	answered	a	certain	way	to	a	previous	question.	However,	all	

fields	are	 stored	as	normal	 for	 simplicity.	Regardless,	missing	values	 should	also	be	 taken	 into	account	when	

analyzing	data.	

There	are	several	strategies	(and	variations	of	these	strategies)	to	deal	with	missing	data,	each	of	which	

may	be	appropriate	in	specific	situations.	Some	of	them	are	described	below.	

Delete	data	objects	or	attributes	

One	 of	 the	 strategies	 to	 deal	with	missing	 data	 is	 to	 eliminate	 data	 objects	 or	 attributes	 that	 contain	

missing	 values.	 However,	 data	 objects	 contain	 specific	 information,	 and	 in	 case	 there	 are	many	 objects	with	

missing	values,	then	the	analysis	will	not	be	as	reliable.	Conversely,	if	the	objects	with	missing	values	are	not	that	

many,	 then	 it	might	be	better	 to	 skip	 them.	 In	addition	 to	eliminating	objects,	 there	 is	also	 the	elimination	of	
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attributes	that	have	missing	values.	However,	there	is	the	case	that	omitted	features	play	an	important	role	in	the	

analysis,	so	elimination	should	be	done	with	great	care.	

Estimate	missing	values	

There	are	times	when	a	reliable	estimate	of	missing	values	can	be	made.	For	example,	in	a	data	set	that	

contains	many	similar	data	sets,	the	feature	values	of	points	that	are	close	to	the	point	with	the	missing	value	are	

usually	used	to	estimate	that	value.	 In	case	the	 feature	 is	continuous,	 the	average	feature	value	of	 the	nearest	

neighbors	is	used.	If	the	attribute	is	categorical,	then	the	most	frequently	occurring	attribute	value	is	used.	

Ignore	missing	values	during	analysis	

In	data	mining	many	approaches	can	be	modified	so	that	missing	values	are	ignored.	For	example,	suppose	

objects	are	being	grouped	and	a	calculation	of	similarity	between	pairs	of	data	objects	should	be	performed.	In	

case	in	a	pair	one	or	both	objects	have	missing	values	for	some	features,	then	the	similarity	calculation	can	be	

done	 using	 only	 the	 features	 that	 do	 not	 have	 missing	 values.	 Of	 course,	 the	 similarity	 will	 have	 been	

approximated,	 but	unless	 the	 total	 number	of	 features	 is	 small	 or	 the	number	of	missing	 values	 is	 large,	 this	

uncertain	 estimate	may	be	 insignificant.	 Similarly,	many	 sort	 schemes	 can	 be	modified	 to	work	with	missing	

values.	

Inconsistent Values 

It	is	possible	that	the	data	contains	some	inconsistent	values.	For	example,	in	an	address	field	that	contains	

the	zip	code	and	city,	the	specified	zip	code	area	may	not	exist	in	that	city.	This	may	be	due	to,	for	example,	human	

error	where	a	person	has	entered	the	information	incorrectly.	Regardless	of	the	causes,	inconsistent	values	should	

be	identified	and	problems	that	have	occurred	corrected	as	much	as	possible.	

Some	types	of	inconsistent	values	can	be	easily	detected.	For	example,	one	can	easily	understand	that	a	

person's	 height	 should	 not	 have	 a	 negative	 value.	 It	may	 also,	 in	 another	 case,	 require	 an	 outside	 source	 of	

information	to	intervene.	

When	an	inconsistency	is	detected,	there	is	the	case	for	timely	correction	of	the	problem	in	the	data.	For	

example,	a	product	code	may	have	"check"	digits,	or	a	product	code	may	be	double-checked	against	a	list	of	known	

product	codes,	then	corrected	if	the	code	is	incorrect	but	close	to	a	known	one	code.	When	an	inconsistency	is	

corrected,	additional	or	redundant	information	is	required.	

Duplicate Data 

A	data	set	may	contain	data	objects	that	are	duplicates	or	near	duplicates	of	each	other.	There	are	cases	

where	duplicate	submissions	are	received	from	people	who	have	almost	the	same	name	and	this	is	contained	in	a	
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database.	In	order	to	identify	and	eliminate	such	duplicates,	two	critical	issues	must	be	addressed.	First,	if	a	single	

object	is	actually	represented	by	two	objects,	then	the	values	of	the	corresponding	attributes	may	differ,	and	there	

should	 be	 a	 resolution	 of	 these	 inconsistent	 values.	 The	 second	 issue	 concerns	 data	 that	 is	 similar	 but	 not	

duplicated,	such	as	when	two	different	people	have	exactly	the	same	names.	In	this	case,	these	data	objects	should	

not	be	mixed	randomly.	A	term	often	used	when	dealing	with	these	issues	is	the	term	“deduplication”.	

There	are	cases	where	two	or	more	objects	are	identical	with	respect	to	the	attributes	measured	by	the	

database,	but	still	represent	different	objects	than	them.	In	this	case,	duplicates	are	legal,	but	there	are	algorithms	

that	can	run	into	problems	if	the	fact	that	identical	objects	can	exist	is	not	taken	into	account	during	their	design	

process.	

Application-Related Issues 

Data	quality	can	also	be	considered	during	the	implementation	process,	as	expressed	by	the	statement	

"data	 are	 of	 high	quality	 if	 they	 are	 suitable	 for	 their	 intended	use".	 In	 business	 and	 industry,	 this	 particular	

approach	to	data	quality	has	proven	quite	useful.	This	approach	is	also	prevalent	in	statistical	and	experimental	

sciences,	with	an	emphasis	on	the	careful	design	of	experiments	to	collect	data	relevant	to	a	particular	hypothesis.	

As	with	quality	issues	at	the	level	of	measurement	and	data	collection,	there	are	many	issues	that	are	specific	to	

specific	applications	and	fields.	

Timeliness 

Data,	 from	 its	 collection	 onwards,	 begins	 to	 "age".	 This	 is	 especially	 the	 case	 if	 the	 data	 concerns	

phenomena	or	processes	that	are	constantly	evolving	or	changing,	such	as	customer	purchasing	behavior	or	web	

browsing	patterns.	In	fact,	this	data	represents	a	snapshot	only	for	a	specific	and	limited	period	of	time.	The	result,	

therefore,	of	the	existence	of	old	data	is	the	existence	of	old	models	and	patterns	based	on	that	data.	

Relevance 

An	application	should	contain	the	necessary	information	from	the	available	data.	For	example,	suppose	a	

model	is	built	that	has	the	ability	to	predict	accident	rates	for	drivers.	If	information	related	to	the	driver's	gender	

and	 age	 is	 not	 included,	 then	 the	 model	 may	 be	 inaccurate,	 unless	 such	 information	 can	 be	 made	 available	

indirectly	through	other	characteristics.	

There	is	also	the	difficulty	of	ensuring	that	in	a	data	set,	objects	are	related.	Sampling	bias	is	a	common	

problem.	This	 occurs	when	a	 sample	does	not	 contain	different	 types	of	 objects	 in	proportion	 to	 their	 actual	

occurrence	 in	 the	 population.	 For	 example,	 a	 survey	 contains	 data	 that	 describes	 only	 those	 individuals	who	

participate	and	answer	the	survey	questions.	An	incorrect	analysis	can	usually	result	from	sampling	bias,	as	the	

data	present	may	only	be	reflected	by	the	results	of	the	data	analysis.	
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Knowledge of Data 

Ideally,	data	sets	should	be	documented,	containing	descriptions	of	their	different	aspects.	Of	course,	the	

existence	of	documentation	may	not	help	or	facilitate	the	analysis	that	follows.	For	example,	if	several	features	are	

identified	by	the	documentation	as	closely	related,	then	there	may	be	a	lot	of	redundant	information	contained	in	

those	features,	and	so	it	may	be	decided	to	keep	only	one.	In	case	a	poor	documentation	has	been	done,	then	the	

analysis	of	 the	data	may	be	 incorrect.	Also,	 important	characteristics	are	the	precision	of	 the	data,	 the	type	of	

characteristics	(nominal,	ordinal,	interval,	ratio),	the	scale	of	measurement	(e.g.,	meters	or	feet	for	length),	and	

the	origin	of	the	data.	

Measures of similarity and dissimilarity 

There	are	applications	in	data	mining,	such	as	clustering	or	outlier	analysis,	in	which	a	way	to	evaluate	the	

similarity	of	two	objects	is	necessary.	An	example	is	a	store,	which	may	wish	to	group	its	customers	who	have	

similar	characteristics	(e.g.,	income,	age,	residence)	for	marketing	purposes.	In	the	case	of	outlier	analysis,	the	aim	

is	to	find	objects	that	do	not	look	like	other	objects,	so	that	possible	frauds	can	be	identified.	

There	are	several	approaches	to	measuring	similarity	between	two	objects.	One	of	them	is	to	consider	the	

objects	as	vectors	in	𝑛-dimensional	space	and	to	calculate	their	similarity	as	the	cosine	of	the	angle	they	form:	

cos	(𝑥,	𝑦)	=	x*yx*y	

where	𝑥.	𝑦	the	inner	product	of	the	vectors	and	‖𝑥‖	the	Euclidean	norm	of	the	vector	𝑥.	This	similarity	is	

known	as	the	cosine	similarity.	

Another	approach	to	similarity	between	objects	is	their	association.	One	correlation	method	is	the	Pearson	

correlation.	Given	the	covariance	𝛴	of	the	data	points	𝑥	and	𝑦	and	their	standard	deviation	σ,	calculate	the	Pearson	

correlation	as:	

𝑃𝑒𝑎𝑟𝑠𝑜𝑛(𝑥,𝑦)=		(x,y)x*y	

Other	examples	of	approximations	are	Minkowski	distance,	Euclidean	distance	and	Manhattan	distance.	

DATA MINING PROCESS 

As	for	how	data	mining	systems	work,	it	is	very	specific	and	clearly	defined.	More	specifically,	there	are	

recorded	algorithms	that	are	applied	depending	on	the	desired	final	result,	the	format	and	nature	of	the	data	and	

other	 factors,	while	 before	 and	 after	 the	 operation	 of	 each	 algorithm,	 there	 are	 the	 pre-processing	 and	post-

processing	procedures	of	 the	data,	until	 they	reach	such	a	 form	that	 they	are	capable	of	providing	knowledge	

either	to	the	system	or	to	a	user.	
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Others	see	Data	Mining	as	a	step	in	the	knowledge	discovery	process,	which	consists	of	the	following	steps:	

1. Data	Cleaning,	to	remove	noise,	incorrect	data	and	information	that	is	unnecessary.	

2. Data	Integration,	where	multiple	data	sources	can	be	combined.	

3. Data	Collection	and	Selection,	where	the	data	related	to	the	analysis	process	is	retrieved	from	

the	database.	

4. Data	Transformation,	where	data	is	transformed	or	aggregated	into	forms	suitable	for	mining,	

performing	summarization	or	aggregation	operations	for	example.	

5. Data	Mining,	the	process	of	using	intelligent	methods	to	discover	patterns.	

6. Interpretation	/	Evaluation	of	Patterns,	to	recognize	the	really	interesting	patterns	that	lead	to	

the	creation	of	knowledge.	The	evaluation	is	based	on	some	indicators	that	show	the	effectiveness,	

and	they	are	reliable	and	supportive.	

7. Presentation	 of	 Knowledge,	 where	 presentation	 techniques	 are	 used,	 data	 is	 visualized	 and	

results	are	most	often	presented	in	the	form	of	diagrams.	

There	is	the	case	of	repetitions	of	some	of	the	stages	of	the	discovery	process,	and	in	fact,	several	times.	

Selection,	preprocessing,	and	transformation	are	steps	that	are	often	referred	to	as	data	preparation	steps.	At	each	

process	stage,	the	effort	required	changes.	

Data Cleaning 

In	the	data	cleaning	stage,	the	process	starts	from	the	source	data,	which	may	be	stored	in	various	sources,	

such	 as	 transaction	 tracking	 systems,	 independent	 databases,	 independent	 archives,	 external	 sources,	 etc.	 In	

addition,	 the	 source	data	may	contain	various	defects,	 such	as	errors,	 contradictions,	missing	values,	 etc.	The	

initial	data	from	the	various	sources	should	be	collected,	homogenized	and	cleaned.	Problematic	data	containing	

incorrect,	outliers,	or	missing	values	can	mislead	mining	algorithms	and	result	in	invalid	and	incorrect	patterns	

being	extracted.	Some	data	mining	algorithms	have	the	ability	to	deal	with	data	problems	intrinsically.	Of	course,	

this	is	not	the	case	in	general	and	the	way	to	deal	with	it	may	not	always	be	the	most	effective.	For	this	reason,	it	

is	preferable	for	the	analyst	to	undertake	data	cleaning	as	an	independent	task	and	in	a	manner	controlled	by	him.	

Usually,	when	the	data	problems	are	cleared,	then	it	is	stored	in	a	Data	Warehouse.	

Data Collection 

When	selecting	the	data,	the	dataset	in	which	to	search	for	patterns	is	also	determined.	The	process	of	

selecting	the	data	is	quite	important,	since,	through	it,	the	results	that	will	be	obtained	are	indirectly	determined.	
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Many	times,	the	way	the	data	is	stored	is	not	compatible	with	discovery	algorithms	required	to	extract	the	data	

and	organize	it	into	structures	that	will	be	accessible	to	them.	

Data Transformation 

Before	the	algorithms	are	applied,	the	data	preprocessing	process	is	an	important	and	necessary	stage	of	

data	mining.	The	collection	of	data	is	usually	done	by	processes	that	can	be	difficult	to	extract	knowledge	from,	

resulting	in	noise	and	quality	being	negatively	affected.	Procedures	include	data	collection	from	questionnaires,	

measuring	 devices	 such	 as	 sensors	 or	medical	 instruments,	 interviews,	 observations	 or	 the	 internet.	 Human	

errors	in	entering	values	or	problems	arising	from	devices	can	cause	noise	and	inconsistent	values.	

The	data	is	what	guides	the	data	mining	methods	(data	driven).	This	means	that	every	result	is	drawn	

directly	from	the	data.	For	this	reason,	it	is	important	to	choose	the	appropriate	data.	Proper	selection	of	data	

means	that	the	appropriate	features	or	characteristics	should	be	selected	first.	The	feature	selection	process	is	a	

process	that	directly	depends	on	the	task	the	analyst	is	performing.	There	are	traits	that	may	be	useful	for	one	job	

and	traits	useful	for	another.	The	analyst	is	the	one	who	is	initially	responsible	for	selecting	the	features	that,	in	

his	opinion,	contain	essential	information	relevant	to	his	analysis.	

The	initial	subjective	selection	of	features	is	not	enough.	In	the	initial	stage,	features,	which	are	obviously	

not	relevant	to	the	analysis,	are	excluded	by	the	analyst.	But	then	the	choice	may	not	be	so	obvious,	as	the	same	

size	may	be	recorded	in	different	ways.	

During	 the	 feature	 selection	 process,	 the	 data	 transformation	 process	 also	 takes	 place.	 For	 example,	

numeric	values	can	be	reduced	to	other	numeric	values,	or	numeric	values	can	be	converted	to	nominal	values.	

Such	tasks	are	usually	performed	to	adapt	the	data	to	the	requirements	of	the	analysis	methods.	For	example,	in	

some	classification	methods	there	may	be	a	strong	influence	from	fields	with	large	values	and	a	weak	influence	

from	fields	with	small	values.	In	such	cases,	the	orders	of	magnitude	of	the	values	in	the	different	fields	should	be	

comparable.	From	this	process,	what	emerges	at	the	end	is	a	data	set	that	will	be	used	in	pattern	extraction.	

Training Process 

During	the	training	process,	the	technique	to	be	followed	is	chosen,	i.e.,	the	algorithm	to	be	applied.	The	

type	of	knowledge	to	be	sought	is	what	determines	it.	Information	patterns	and	prediction	patterns	are	the	two	

categories	of	knowledge	that	can	emerge.	Essential	knowledge	discovery	and	data	mining	are	often	substitutes	

for	each	other.	According	 to	 the	above	process,	 the	data	mining	stage	 is	a	 single	step	 in	 the	whole	process	of	

knowledge	mining.	
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Interpretation of results 

After	 the	 creation	 of	 the	 model	 is	 completed,	 the	 results	 should	 be	 evaluated	 and	 their	 significance	

interpreted.	 For	 example,	 accuracy	 can	 be	 a	 measure	 by	 which	 to	 determine	 which	 model	 to	 choose.	 In	

categorization	 problems,	 the	 "confusion	matrix"	 is	 a	 good	 tool	 to	 understand	 the	 results.	 In	 order	 to	 better	

understand	and	interpret	the	results,	various	graphical	representations	should	be	created.	Therefore,	statistical	

techniques,	 visualization	 diagrams	 and	 other	 tools	 are	 used	 in	 this	 stage,	 which	 generally	 affect	 the	 better	

understanding	of	the	users.	

Presentation of knowledge 

Data	visualization	is	the	display	of	information	in	graph	or	table	form.	Successful	visualization	is	done	by	

converting	 data	 (information)	 into	 a	 visual	 form	 so	 that	 data	 characteristics	 and	 relationships	 between	 data	

elements	or	properties	can	be	analyzed.	The	goal	of	visualization	is	the	interpretation	of	the	visualized	information	

by	a	person	and	the	formation	of	a	mental	model	of	the	information.	

In	everyday	life,	the	preferred	approach	to	explaining	the	weather,	the	economy,	and	the	results	of	political	

elections	are	visual	techniques	such	as	graphs	and	tables.	Similarly,	data	mining	includes	visual	techniques	that	

can	play	a	key	role	in	data	analysis,	even	though	algorithmic	or	mathematical	approaches	are	often	emphasized	

in	most	technical	disciplines.	Sometimes	the	use	of	visualization	techniques	in	data	mining	is	referred	to	as	visual	

data	mining.	

DATA MINING AND COMBINATION WITH OTHER FIELDS 

Data	 mining	 draws	 methodologies	 from	 many	 scientific	 disciplines,	 some	 examples	 being	 Statistics,	

Artificial	 Intelligence,	 Machine	 Learning,	 Databases,	 Search	 Engines,	 etc.	 These	 disciplines	 alone	 make	 it	

impossible	 to	 extract	 knowledge	 from	 large	 volumes	 of	 data,	 or	 the	 process	 is	 very	 slow	and,	 in	 some	 cases,	

inaccurate.	For	example,	Statistics,	although	it	offers	data	analysis	solutions,	does	not	take	into	account	the	large	

volume	 of	 data,	 similarly,	Machine	 Learning	 and	 Pattern	Recognition	 (Kyrkos,	 2015).	 On	 the	 other	 hand,	 the	

Database	 industry	 can	 store	 large	 volumes	 of	 data,	 but	 cannot	 offer	 data	 analysis	 techniques.	 Data	 mining	

combines	these	disciplines,	providing	a	solution	to	the	problems	of	each	discipline	that	they	alone	cannot	address.	

Statistics 

The	science	of	Statistics	helps	in	the	analysis	of	data	as	it	can	identify	patterns	hidden	in	the	relationships	

between	variables	 in	 the	data.	Statistics	can	provide	a	mathematical	 interpretation	of	data,	but	 this	cannot	be	

generalized	for	very	large	datasets.	Statistics	is	used	in	data	mining	to	dig	deep	into	data	and	gain	insights	from	it.	
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Statistical	 techniques	 are	 applied	 to	 the	 algorithms	used	 in	data	mining,	which	 allows	 the	 acquisition	of	 new	

knowledge	from	the	data.	

Database Systems and Data Warehouses 

Database	systems	research	focuses	on	the	creation,	maintenance	and	use	of	databases	for	organizations	

and	end	users.	In	DB	systems,	well-recognized	principles	have	been	established	in	data	modeling,	query	languages	

(e.g.,	 SQL),	 query	 processing	 and	 optimization	 methods,	 data	 storage	 and,	 finally,	 data	 indexing	 and	 access	

methods,	resulting	in	DBs	are	known	for	their	high	scalability	in	processing	very	large	volumes	of	data.	

Many	data	mining	tasks	have	to	handle	large	data	sets	or	even	streaming	data.	Therefore,	data	mining	can	

make	good	use	of	DB	systems	to	produce	high-performance	and	scalable	results	on	large	datasets.	In	addition,	

data	mining	can	be	used	to	extend	the	capabilities	of	DBs	and	meet	the	needs	of	demanding	users	with	exceptional	

data	analysis	requirements.	

Modern	DB	 systems	 incorporate	data	 analysis	 capabilities	with	 the	help	of	 data	warehouses	 and	data	

mining.	A	data	warehouse	consists	of	data,	which	comes	from	multiple	sources	and	different	time	frames.	It	unifies	

the	data	 in	multidimensional	 space,	 to	 form	data	cubes.	Cube	data	models	not	only	 facilitate	online	analytical	

processing	(OLAP),	but	also	promote	data	mining	on	multidimensional	data	(Han,	Kamber	and	Pei,	2012).	

World Wide Web and Search Engines 

In	 recent	 years	with	 the	 rapid	 growth	 of	mobile	 devices,	 the	World	Wide	Web	 has	 become	 the	most	

popular	 way	 to	 communicate	 and	 disseminate	 information.	 New	 websites,	 online	 stores,	 research	 articles,	

educational	content	and	software	are	created	daily.	To	understand	the	size	and	importance	of	the	contribution	of	

the	development	of	the	Internet,	 it	should	be	realized	that	the	amount	of	 information	that	exists	so	far	on	the	

Internet	is	impossible	to	measure	precisely.	Google's	search	engine	performs	5.6	billion	searches	per	day,	with	

each	query	in	the	search	engine	not	exceeding	two	seconds	in	time.	This	is	a	huge	success	of	data	mining,	firstly	

because	such	a	large	volume	of	data	is	searched	in	a	very	short	time	and	secondly	because	the	first	results	in	any	

query	are	usually	the	most	useful.	Thus,	the	user	quickly	and	easily	receives	only	the	essential	 information	he	

wants.	

Web	data	mining	is	considered	an	extension	of	the	operation	performed	with	traditional	keyword-based	

search	 engines.	 Web	 crawlers	 play	 a	 key	 role	 in	 mining.	 Web	 data	 mining	 can	 be	 distinguished	 into	 three	

categories:	

● Web	content	mining	

● Mining	from	usage	data	(Web	usage	mining)	
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● Mining	from	the	structure	data	(Web	structure	mining)	

Web	content	mining	examines	the	content	of	web	pages.	Content	includes	both	text	and	graphical	data.	

Content	mining	is	similar	to	the	process	performed	by	basic	 information	retrieval	techniques	but	goes	further	

than	simply	using	keywords	to	search.	

Usage	data	mining	includes	techniques	and	tools	for	tracking	user	requests.	

Finally,	structure	data	mining	uses	graph	theory	to	analyze	a	web	page,	the	structure	of	how	web	pages	

are	connected	to	each	other,	and	tree	structure	to	analyze	and	describe	the	HTML	and	XML	source	code	of	web	

pages	(Hofmann,	2013).	

DATA MINING TECHNIQUES AND ALGORITHMS 

Data	mining	software	packages	today	are	considered	to	be	automated.	However,	there	is	a	requirement	

for	 users	 to	 give	 some	guidelines.	 The	 expected	data	mining	 algorithm	method	 is	 one	of	 these	 requirements.	

Therefore,	for	users	to	use	data	mining	tools,	they	should	have	a	basic	knowledge	of	these	methods.	The	different	

types	 of	 data	 mining	 methods	 can	 be	 classified	 interchangeably.	 They	 are	 generally	 divided	 into	 six	 broad	

categories	which	are:	

● Description	of	items	

● Dependence-correlation	analysis	

● Classification	and	prediction	

● Clustering	–	grouping	

● Analysis	of	extreme	values	(outliers)	

● Development	analysis	

A	categorization	of	the	different	types	of	data	mining	is:	

	 Prediction	

o Categorization	

o Price	Prediction	

	 Compartment	

o Clustering	-	Grouping	
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	 Connection	Analysis	

o Discovering	correlations	

	 Discovery	of	sequence	patterns	

o Discovery	of	similar	time	series	

	 Discrepancy	Discovery	

o Statistics	

o Illustration	

Main Categories of Algorithms 

Classification 

Classification	is	one	of	the	most	widespread	categories	of	algorithms	in	data	analysis.	This	category	mostly	

satisfies	the	goals	of	forecasting	models.	More	specifically,	these	algorithms	try	to	create	the	conditions	so	that	

any	kind	of	object	to	be	evaluated	can	be	classified	into	already	existing	data	categories.	This	classification	is	based	

on	the	characteristics	of	the	specific	object	and	based	on	how	well	they	fit	with	other	categories.	An	important	

issue	is	how	much	similarity	is	considered	sufficient	to	classify	an	object	into	a	broader	group.	Also	important	is	

the	issue	that	arises	in	cases	where	the	available	data	are	such	that	no	distinct	groups	can	be	formed.	

The	above	issues	are	resolved,	to	the	extent	possible,	by	each	algorithm	with	different	approaches,	which	

will	 be	 presented	 below	 during	 the	 analysis	 of	 the	 algorithms.	 As	 can	 be	 seen	 from	 the	 above,	 two	 separate	

databases	are	absolutely	necessary	for	the	execution	of	the	algorithms	of	this	category.	The	first	database	is	used	

as	an	auxiliary,	with	the	aim	of	feeding	the	model	with	data	and	by	extension	creating	the	groups	(training	data	

set).	The	second	one,	is	the	main	base	that	contains	the	data,	the	classification	of	which	is	sought.	

Additionally,	it	is	worth	noting	that	such	algorithms	can	be	used	either	in	databases	containing	discrete	or	

finite	 data	 (classification)	 or	 in	 databases	with	 a	 continuous	 type	 of	 data	 (regression)	with	 small	 variations.	

However,	 both	 algorithms	 are	 the	 same,	 with	minor	 variations.	 In	 conclusion,	 it	 is	 stated	 that	 the	 dominant	

categories	of	algorithms,	used	in	the	context	of	classification,	are	decision	trees	and	neural	networks.	

Regression 

The	next	major	category	noted	 is	 regression.	 It	 is	a	branch	of	statistics	 that	examines	 the	relationship	

between	an	output	value	 (dependent	value)	and	an	 input	value	 (simple	 regression)	or	more	values	 (multiple	

regression)	 (Gorunescu,	 2011).	 Mathematically,	 a	 regression	 model	 is	 a	 function	 by	 which	 the	 value	 of	 the	

independent	variable	can	be	predicted	through	the	independents.	
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The	first	form	of	regression	used	to	find	the	equation	of	a	straight	line	is	the	method	of	least	squares,	used	

by	Legendre	(Legendre,	1805)	and	Gauss	(Gauss,	1809)	to	determine	the	orbit	of	objects	around	the	sun.	However,	

the	term	regression	was	coined	by	Galton	in	1886	(Galton,	1886),	where	he	described	the	phenomenon	that	the	

height	of	offspring	who	had	tall	ancestors	tends	to	fall	towards	the	mean.	For	Galton,	the	term	regression	had	only	

a	biological	meaning.	Later,	Yule	(Yule,	1897)	and	Pearson	(Pearson,	1903)	generalized	the	term	Regression	and	

combined	it	with	statistics.	In	their	publications,	the	joint	distribution	of	the	dependent	and	independent	variables	

is	assumed	to	be	normal	 (Gaussian).	Fisher	 (Fisher,	1922-1925),	 in	contrast,	 considered	 that	 the	hypothetical	

distribution	is	normal,	but	the	joint	distribution	need	not	necessarily	be	normal.	

Common	regression	algorithms	are:	

• Linear	regression	

• Non-linear	regression	

• Generalized	linear	models	

• Decision	trees	

• Neural	networks	

During	 the	 regression	 process,	 the	 model	 to	 be	 estimated	 is	 first	 selected	 and	 then	 the	 method	 for	

estimating	the	model	variables	is	selected.	The	models	consist	of:	

During	 the	 regression	 process,	 the	 model	 to	 be	 estimated	 is	 first	 selected	 and	 then	 the	 method	 for	

estimating	the	model	variables	is	selected.	The	models	consist	of:	

• Unknown	parameters,	which	are	usually	represented	by	a	vector	b.	

• Independent	variables,	which	are	observed	in	the	data	and	represented	by	a	vector	Xi,	where	i,	the	

order	of	the	data.	

• Dependent	variable,	which	is	also	observed	in	the	data	and	is	denoted	as	Yi.	

• Error	terms,	which	are	not	immediately	apparent	in	the	data	and	are	usually	represented	as	ei.	

Most	models	consider	Yi	to	be	a	function	of	Xi,	β,	with	ei	denoting	an	additive	error	term	that	is	either	an	

unmodeled	component	of	Yi	or	random	statistical	noise:	

𝑌! = 𝑓(𝑋! , 𝛽) +	𝑒! 	

Figure	26	shows	a	simple	example	of	linear	regression.	
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Figure	5.26:	Linear	Regression	(Source:	
https://miro.medium.com/max/2584/1*Nf2tTTkALYq6RTMQmhjo1A.png)	

 Clustering 

The	next	basic	category	is	clustering.	This	particular	category	contains	algorithms,	whose	operation	tries	

to	satisfy	the	objectives	mandated	by	the	descriptive	data	analysis	model.	More	specifically,	the	main	objective	of	

the	techniques	of	this	category	is	to	divide	a	data	set,	with	inhomogeneities	between	them,	into	specific	clusters	

with	compact	and	related	data	content.	In	simpler	words,	from	a	general	set	it	is	sought	to	create	special	groups	

of	data.	Clustering	is	a	completely	different	process	from	classification,	as	it	does	not	base	its	operation	on	the	

classification	of	new	data	 into	already	 constructed	groups	of	data,	but	 tries	 to	 create	 these	groups	of	data	or	

clusters,	as	indicated	in	the	context	of	data	analysis.	Under	this	light,	it	could	be	considered	that	clustering	is	a	

necessary	process	for	the	proper	conduct	of	the	classification,	subsequently.	In	the	end,	these	are	two	different	

processes,	which,	however,	must	coexist.	

There	are	many	clustering	algorithms	and	they	have	as	common	the	set	of	data.	This	fact	results	in	the	use	

of	various	clustering	models,	which	are	divided	into	the	following	categories:	

● Connectivity	models:	such	as	hierarchical	clustering	that	creates	models	based	on	distance.	

● Centric	models:	such	as	the	k-means	algorithm	which	depicts	each	cluster	with	a	simple	mean	vector.	

● Distribution	models:	in	which	clusters	are	modeled	using	statistical	distributions.	

● Density	models:	which	consider	densely	covered	regions	of	the	data	space	as	clusters.	
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● Subspace	models:	to	model	the	clusters,	both	cluster	members	and	related	features	are	used.	

● Group	models:	where	 there	 is	 not	 have	 a	 clear	model	 for	 the	 results,	 but	 information	 about	 their	

grouping.	

● Graph-based	models:	which	use	cliques	to	create	clusters.	

● Signed	graph	models:	each	path	has	a	sign	resulting	from	the	product	of	the	edge	signs.	Thus,	using	

the	axiom	that	no	circle	has	exactly	one	negative	edge,	there	are	more	than	two	clusters	or	subgraphs	

with	only	positive	edges.	

● Neural	models:	they	are	usually	models	that	resemble	some	of	the	previous	ones,	with	the	most	well-

known	being	the	self-organizing	map.	

There	is	also	separation	based	on	the	number	of	clusters	an	object	can	belong	to.	If	each	object	belongs	to	

a	cluster	or	not	then	this	is	the	case	of	hard	clustering,	while	if	each	object	belongs	to	each	cluster	to	a	certain	

degree,	this	is	the	case	of	soft/fuzzy	clustering.	

In	general,	there	are	the	following	types	of	clustering:	

● Partitioning	Clustering	

● Hierarchical	Clustering	

● Fuzzy	Clustering	

● Crisp	Clustering	

● Kohonen	Net	Clustering	

● Density-based	Clustering	

● Grid-based	Clustering	

● Subspace	Clustering	
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Figure	5.27:	Clustering	with	density	model	(DBSCAN).	(Source:	https://cdn1.byjus.com/wp-
content/uploads/2019/10/Cluster-2-2.png)	

	

Figure	5.28:	Clustering	with	centroid	model	(k-means).	(Source:	https://media.geeksforgeeks.org/wp-
content/uploads/20190812011831/Screenshot-2019-08-12-at-1.09.42-AM.png)	

Figure	5.27	and	Figure	5.28,	show	the	clustering	results	using	a	density	model	and	using	a	centroid	model.	

Evaluating	the	results	is	just	as	complex	a	process	as	the	clustering	itself.	Some	popular	approaches	are	

internal	evaluation,	in	which	the	clustering	is	summarized	into	a	quality	score,	external,	in	which	the	results	are	

compared	 to	 an	 existing	 classification	 result,	 manual,	 which	 is	 done	 by	 humans,	 and	 indirect,	 in	 which	 the	

clustering	is	evaluated	based	on	its	usefulness	in	the	particular	application.	
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Association Analysis 

Association	analysis	is	the	next	class	of	algorithms	to	be	presented.	This	category	is	also	used	in	the	context	

of	achieving	the	goals	of	the	description	models.	In	addition,	from	a	multitude	of	works,	it	is	considered	quite	a	

modern	and	useful	category	and	because	of	this	it	has	gathered	numerous	applications.	

Techniques	 in	 this	 category	 focus	 on	 finding	 patterns	 and	 relationships	 that	 you	 think	 exist	 between	

different	categories	of	data,	but	are	not	easy	 to	spot	 in	 the	 first	place.	 It	 is	also	quite	common	to	have	strong	

relationships	between	data	that	are	completely	dissimilar	to	each	other,	and	in	fact	these	relationships	are	sought	

to	be	identified.	While,	on	the	other	side,	the	relationships	between	related,	but	not	identical,	groups	of	data	are	

often	found.	In	contrast,	with	the	non-obvious	cases,	the	patterns	between	related	categories	are	not	so	interesting	

as	they	do	not	provide	any	particular	insight	into	the	patterns	of	association,	only	the	very	basic	one.	

One	of	the	most	well-known	applications	of	this	category,	which	was	to	a	large	extent	the	starting	point	

for	 its	 establishment,	 is	 the	 analysis	 of	 the	 supermarket	 basket.	 According	 to	 the	 specific	 analysis,	 the	

rationalization	of	the	choices	made	when	purchasing	products,	by	various	buyers,	is	sought,	while	in	the	second	

stage	an	effort	is	made	to	create	patterns	and	to	generalize	them.	This	tactic	was	considered	to	be	effective	and	

for	this	reason,	several	super	markets,	mainly	in	America,	have	adopted	it	and	are	trying	to	create	the	layout	of	

both	their	space	and	their	shelves,	following	association	analysis	models.	

Data Mining Algorithms 

Linear Regression 

Linear	regression	is	one	of	the	most	popular	prediction	techniques	in	statistics	and	machine	learning.	It	is	

used	to	find	relationships	between	one	or	more	independent	values	and	a	dependent	value.	There	are	two	kinds	

of	linear	regression:	

● Simple	linear	regression	

● Multiple	linear	regression	

Let,	 a	 vector	𝑥" = (𝑥₁, 𝑥₂, . . . , 𝑥ₚ),	where	p	 is	 the	 number	 of	 variables	 and	 xt	 is	 the	 inverse	 vector.	 The	
prediction	of	the	dependent	value	y	can	be	calculated	using	the	following	formula:	

𝑦8 = 𝛽9# + ∑
$
%&' 𝑥%𝛽9% ,	

In	the	case	that	an	ace	is	added	to	the	vector	x	and	the	coefficient	β0	is	added	to	the	vector	of	coefficients,	

the	formula	can	be	written	as	a	product	of	2	vectors	as	follows:	

𝑦8 = 𝑥"𝛽9	
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The	most	widespread	technique	for	building	the	linear	model	on	a	training	set,	describing	a	phenomenon,	

is	 the	method	 of	 least	 squares	 (MET-RSS).	 In	 this	method,	 each	 coefficient	 is	 selected	 and	 the	 objective	 is	 to	

minimize	the	relationship.	The	type	is:	

𝑅𝑆𝑆(𝛽) = ∑(!&' (𝑦! − 𝑥"𝛽)),	

where	n	is	the	number	of	observations	in	the	data	set.	The	function	3	is	quadratic,	so	there	is	always	a	

minimum	value.	The	equation	can	be	written:	

𝑅𝑆𝑆(𝛽) = (𝑦 − 𝛸𝛽)"(𝑦 − 𝑋𝛽),	

where	X	is	an	n	×	p	matrix,	with	each	row	of	the	matrix	being	a	training	set	vector	and	y	being	an	n-sized	

vector	containing	the	output	values.	Finally,	if	the	product	Xt	X	is	an	invertible	matrix,	the	equation	can	be	written:	

𝛽9 = (𝛸"𝛸)*'𝛸"𝑦.	

Other	well-known	linear	models	are	Ridge	and	Lasso	regression	algorithms.	These	algorithms	normalize	

the	parameters,	and,	in	the	case	of	Lasso,	can	eliminate	some	coefficients	altogether.	Ridge's	normalization	is	also	

known	as	L2,	while	Lasso's	normalization	is	known	as	L1	(Hastie,	Tibshirani	and	Friedman,	2009).	

	

Figure	5.29:	Simple	Linear	Regression	Example	(https://sphweb.bumc.bu.edu/otlt/MPH-
Modules/BS/BS704-EP713_MultivariableMethods/)	

Nearest Neighbors 

The	K-Nearest	Neighbor	(KNN)	algorithm	is	a	simple	supervised	learning	algorithm	that	can	be	used	for	

both	classification	and	regression.	With	KNN,	the	assumption	is	made	that	similar	records	have	a	short	distance	

between	them.	To	use	the	appropriate	distance	measure	for	the	given	problem,	there	is	a	popular	approach	that	

is	often	used	and	that	is	the	Euclidean	distance.	
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With	KNN,	the	distances	between	the	record	are	found,	and	the	goal	is	to	also	find	the	label	of	all	the	other	

records	in	the	data	set.	A	parameter	that	states	the	number	of	neighbors	to	consider	to	find	the	label	is	that	of	the	

hyperparameter	k	and	is	a	feature	of	this	algorithm.	In	order	to	find	the	appropriate	value	of	the	hyperparameter	

k,	the	algorithm	should	be	run	several	times,	each	time	with	a	different	value	of	k,	and	that	value	should	be	chosen	

which	minimizes	 the	number	of	errors	and	at	 the	same	 time	preserves	 the	ability	of	 the	algorithm	to	predict	

accurately.	

In	the	case	of	a	classification	problem,	 it	takes	the	category	of	the	majority	of	the	k	nearest	neighbors,	

while	in	the	case	of	regression	the	label	value	is	equal	to	the	average	of	the	k	nearest	neighbors.	

The	algorithm	is	as	follows:	

Step	1.	Initialize	the	hyperparameter	k.	

Step	2.	For	each	record	in	the	dataset:	

1. Calculate	the	distance	between	the	new	record	and	the	current	record.	

2. Add	the	distance	and	index	of	the	record	to	a	collection.	

Step	3.	Sort	the	collection	containing	the	distances	in	ascending	order.	

Step	4.	Select	the	first	k	distances,	along	with	the	indices	of	the	entries.	

Step	5.	Find	the	tags	from	the	nearest	records.	

Step	6.	If	this	is	a	regression	problem,	return	the	mean	of	the	nearest	entries.	

Step	7.	If	it	is	a	classification	problem,	return	the	majority	of	the	category	from	the	closest	records.	
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Figure	5.30:	Example	of	the	KNN	algorithm.	(Source:	https://medium.com/@sudhanshugupta_66164/k-
nearest-neighbor-knn-algorithm-for-machine-learning-1b506eb2c4a4)	

Decision Trees and Random Forests 

Decision	trees	in	both	regression	and	classification	use	tree-shaped	models.	A	Decision	Tree	consists	of:	

● Root:	It	is	the	beginning	of	the	tree	that	represents	all	the	data.	

● Decision	nodes:	They	are	the	nodes	that	split	into	two	or	more	nodes.	

● Leaf/Terminal	node:	Nodes,	which	are	no	longer	separated.	Usually,	these	nodes	are	the	end	result.	

	

Figure	5.31:	Decision	Tree	Structure	(Source:	https://www.theclickreader.com/decision-tree-regression/)	
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The	 node	 splitting	 process	 starts	 at	 the	 root	 and	 is	 followed	 by	 a	 subtree	 leading	 to	 a	 terminal	 node	

containing	the	final	prediction.	The	construction	of	the	decision	tree	starts	from	the	top	down,	choosing	at	each	

node	a	variable	that	optimally	partitions	the	data	set.	

At	each	node	the	accuracy	of	the	model	is	calculated	with	a	cost	function.	Usually,	the	RMSE	(ROOT	MEAN	

SQUARE	ERROR)	formula	is	used	and	is:	

𝑅𝑀𝑆𝐸 = A∑
(
!&' (𝑦! − 𝑦8!))

𝑛
	

Random	Forests	are	a	set	of	decision	trees,	where	each	decision	tree	randomly	selects	some	features.	This	

approach	 helps	 limit	 error	 due	 to	 bias	 and	 variance,	making	 Random	 Forests	 a	more	 robust	 technique	 than	

decision	trees	(Liberman,	2017).	

Artificial Neural Networks 

In	artificial	neural	network	(ANN)	models,	the	function	that	simulates	the	relationship	between	data	is	y	

=	f*	(x),	where	f	(x)	is	the	composition	of	several	functions	and	is	of	the	form	f	(x)	=	(f(n)	◦	f(n-1)	◦	….	◦	f(1))	(x),	where	

f(i)	is	the	i-th	level	of	the	network,	n	is	the	depth	of	the	network	and	f(n)	is	the	output	of	the	network.	The	remaining	

layers	are	called	hidden	layers.	The	representation	of	an	ANN	can	be	done	with	a	directed	acyclic	graph,	which	

describes	the	composition	between	the	functions.	The	hidden	layers	are	responsible	for	recognizing	the	various	

patterns	that	may	be	present	 in	 the	data.	The	output	 layer	 is	driven	by	the	training	data	so	that	 the	results	 it	

produces	are	as	close	as	possible	to	the	actual	output.	The	training	algorithm	has	the	responsibility	to	exploit	the	

hidden	layers	in	such	a	way	that	acceptable	solutions	are	obtained.	

Among	the	simplest	forms	of	a	neural	network	is	the	Perceptron,	which	was	invented	by	Frank	Rosenblatt	

in	1958.	The	Perceptron	consists	of	n	inputs,	one	neuron,	and	one	output,	where	n	is	the	number	of	features	in	a	

data	set.	There	are	two	phases	in	an	ANN:	forward	propagation	and	backpropagation.	The	process	by	which	data	

is	passed	into	the	ANN	is	feedforward,	while	feedback	updates	the	weights.	
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Figure	5.32:	A	Multi-Layer	Artificial	Neural	Network	(Source:	
https://www.researchgate.net/figure/Architecture-of-multilayer-artificial-neural-network-with-error-

backpropagation_fig3_329216193)	

	

Figure	5.33:	A	simple	artificial	neural	network.	(Source:	https://towardsdatascience.com/introduction-to-
math-behind-neural-networks-e8b60dbbdeba)	

Each	input	xi	is	multiplied	by	the	corresponding	weight	of	wi	and	the	products	are	summed.	Therefore,	the	

relation	is	𝛴 = (𝑥'𝑤') + (𝑥)𝑤)) + ⋯+ (𝑥(𝑤().	If	x	and	w	are	two	vectors,	where	x	=	(x1,	x2,	…,	xn)	and	w	=	(w1,	w2,	

…,	wn),	then	the	sum	of	the	products	can	be	written	Σ=x∙w.	The	strength	between	neurons	is	represented	by	the	

weights,	which	already	decide	how	much	each	feature	affects	the	output	of	the	neuron.	That	is,	the	output	of	the	

neuron	is	more	affected	by	a	feature	with	a	higher	weight	value	than	by	one	with	a	lower	weight	value.	Also,	a	bias	

value	 is	added	to	the	 final	sum,	 from	which	the	activation	function	 is	compensated	and	shifted	right	or	 left	 to	

produce	the	desired	output	values.	The	relationship	created	is	as	follows:	z=x∙w+b,	where	b	is	the	polarization	
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value.	In	the	Perceptron	case	the	value	of	z	is	passed	through	an	activation	function,	while	when	there	are	more	

hidden	layers,	more	are	passed	(one	activation	function	for	each	hidden	layer).	The	training	time	of	the	ANN	is	

contributed	by	the	activation	functions.	The	function	most	commonly	used	as	an	activation	function	is	the	logistic	

(Figure	5.34),	also	referred	to	as	 the	sigmoid.	Using	accounting	as	the	activation	function,	 the	 forecast	ANN	is	

calculated	by	the	formula:	

𝑦8 = 𝜎(𝑧) =
1

1 + 𝑒+
	

	

Figure	5.34:	Logistic	function	(Source:	https://en.wikipedia.org/wiki/Logistic_function)	

After	the	prediction	value	has	been	calculated	by	the	ANN,	the	neural	network	feedback	process	begins,	

starting	with	 finding	the	error.	One	of	 the	most	widespread	methods	of	 finding	errors	 is	 that	of	MET	and	 is	a	

procedure	similar	to	the	one	mentioned	in	linear	regression.	To	optimize	the	training	of	artificial	neural	networks,	

the	gradient	descent	algorithm	is	usually	used.	The	feedback	and	derivative	descent	algorithm	are	processes	that	

iterate	until	they	converge	and	the	weights	are	updated	as	follows:	

𝑤! = 𝑤! − (𝑎 ⋅
𝜕𝐶
𝜕𝑤!

)	

𝑏 = 𝑏 − (𝑎 ⋅ ,-
,.
),	

where	C	=	MSE	=	'
(
∑(!&' (𝑦! − 𝑦8!)),	and		

𝜕𝐶
𝜕𝑤!

=
2
𝑛
⋅ 𝑠𝑢𝑚(𝑦 − 𝑦8) ⋅ 𝜎(𝑧) ⋅ (1 − 𝜎(𝑧)) ⋅ 𝑥! 	

,-
,.
= )

(
⋅ 𝑠𝑢𝑚(𝑦 − 𝑦8) ⋅ 𝜎(𝑧) ⋅ (1 − 𝜎(𝑧)).	
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Support Vector Machines 

Support	Vector	Machines	(SVMs)	is	a	technique	that	belongs	to	the	group	of	learning	machines	and	aims	

to	process	data.	It	is	used	in	classification	problems	and	in	approximating	the	form	of	the	function	in	regression	

problems.	The	logic	of	a	learning	machine	is	to	give	the	value	yi	of	a	function	(unknown	to	us)	corresponding	to	a	

given	point	xi⃑.	This	is	done	as	follows.	For	given	set	l	of	points	xi⃑∈𝑅n	and	having	the	corresponding	values	yi∈R	

that	the	unknown	function	takes,	the	learning	machine	is	trained	to	learn	the	relation	connecting	xi⃑	to	yi.	That	is,	

the	machine	learns	the	mapping	xi⃑→yi	and	so	for	a	point	xm⃑,	different	from	those	in	the	learning	set	l,	it	will	give	

the	value	ym	that	the	unknown	function	would	take.	

In	the	case	of	SVM	classification,	the	set	of	points	l	consists	of	two	subsets	k	and	n.	Thus,	the	result	of	the	

function	will	be	+1	or	-1	(yi=+1	or	yi=-1)	depending	on	which	subset	the	given	point	xi⃑	belongs	to.	These	two	

subsets	are	called	classes	and	the	value	+1	(-1)	is	the	“label”	of	the	class.	That	is,	in	this	case	the	SVMs	learn	to	

correctly	classify	the	points	xi⃑	into	the	two	classes.	The	points	xi⃑	and	their	corresponding	values,	yi,	constitute	

the	training	set.	The	points	xi⃑	are	called	training	patterns,	while	the	values	yi	corresponding	to	them,	training	

targets.	To	decide	which	class	a	new	point	belongs	to,	it	should	be	found	where	the	boundary	of	each	class	is,	i.e.,	

find	a	line	(two-dimensional	space)	that	separates	the	two	classes.	SVMs,	to	achieve	class	separation,	use	straight	

lines.	Thus,	from	the	relative	position	of	the	point	to	be	classified	and	the	dividing	line,	it	will	be	possible	to	draw	

the	conclusion	to	which	class	the	point	belongs.	

The	reasoning	behind	support	vector	machines	is	that	if	is	has	been	chosen	the	one	that	maximizes	the	

margin	it	is	less	likely	to	misclassify	an	unknown	object	in	the	future.	

Bayesian classifiers 

In	Naive	Bayes	classification	probabilities	are	used	to	solve	the	classification	problem.	These	are	models	

that	assign	class	"labels"	to	the	elements	of	a	problem,	where	the	classes	come	from	a	finite	set.	They	are	based	on	

the	principle	that	for	a	given	attribute,	its	value	is	independent	of	the	value	of	any	other	given	attribute	of	the	

class.	The	main	benefits	of	Naive	Bayes	classification	are	that	it	remains	unaffected	by	isolated	noise	points	and	

irrelevant	features,	and	can	handle	missing	values	by	ignoring	them	in	the	likelihood	estimation.	However,	the	

assumption	of	data	independence	may	not	hold	for	some	properties,	which	could	be	correlated.	

Bayes'	 theorem	 calculates	 the	 conditional	 probability	 P(H|X),	 i.e.,	 the	 probability	 that	 hypothesis	H	 is	

verified	given	that	event	X	is	true.	According	to	Bayes'	theorem,	the	probability	P(H|X)	is	given	by	the	equation:	

P	(H/X)	=
/(1)∗/(!")

/(4)
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where	P(H)	is	the	prior	probability	that	hypothesis	H	is	true,	P(X)	is	the	prior	probability	that	event	X	will	

occur,	and	P(X|H)	is	the	probability	that	event	X	will	occur	given	that	case	H	applies.	

K-Means 

K-means	is	an	unsupervised	learning	algorithm	in	which	the	data	set	is	divided	into	a	fixed	number	of	K	

non-overlapping	subgroups,	where	each	record	belongs	to	a	single	group.	The	algorithm	aims	to	make	the	records	

in	a	group	as	similar	as	possible	to	the	center	of	the	cluster	(centroid),	based	on	their	characteristics.	Similarity	is	

calculated	through	distance	measures,	with	the	classic	example	being	the	Euclidean	distance.	

The	steps	of	the	K-Means	algorithm	are	as	follows:	

1. Group	the	data	into	K	groups.	

2. Randomly	select	K	points	as	the	centers	of	the	groups.	

3. Match	the	objects	to	the	nearest	cluster	center	according	to	the	Euclidean	distance	function.	

4. Calculate	the	centroid	in	each	group	(average	of	all	objects	in	each	group).	

5. Repeat	steps	2,	3	and	4	until	the	same	points	are	assigned	to	each	group	and	there	is	no	change	in	the	

centroids.	

The	algorithm	is	evaluated	based	on	the	number	of	groups.	A	popular	approach	to	this	assessment	is	the	

Elbow	method.	With	this	method	the	best	number	for	the	parameter	K	(number	of	clusters)	can	be	found.	It	is	

based	on	the	sum	of	the	squared	distance	(Sum	Squared	Error	–	SSE)	between	the	data	and	the	centroids.	The	

number	K	is	chosen	at	the	point	where	the	SSE	begins	to	straighten	and	forms	an	elbow.	Sometimes	it	is	difficult	

to	understand	a	good	number	of	clusters	to	use,	as	the	curve	decreases	monotonically	and	may	show	no	bend	

(Dabbura,	2018).	
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Figure	5.35:	Representation	of	SSE	based	on	the	number	of	Ks	(Source:	
https://www.oreilly.com/library/view/statistics-for-machine/9781788295758/c71ea970-0f3c-4973-8d3a-

b09a7a6553c1.xhtml)	

Density-based clustering 

These	algorithms	are	based	on	the	density	around	some	point	that	is	considered	a	cluster.	A	representative	

algorithm	 is	 DBScan.	 Similar	 to	 connection-based	 clustering,	 it	 is	 based	 on	 connection	 points	 within	 certain	

distance	 limits.	However,	 it	 only	 connects	points	 that	 satisfy	 a	density	 criterion	 and	 in	 the	original	 variant	 is	

defined	as	a	minimum	number	of	objects	inside	this	radius.	A	cluster	consists	of	all	connected	objects	(which	can	

form	a	cluster	of	an	arbitrary	shape,	unlike	many	other	methods)	plus	all	objects	that	are	within	range	of	those	

objects.	However,	the	method	expects	some	density	reduction	to	detect	cluster	boundaries	and	cannot	detect	the	

intrinsic	cluster	structures	that	are	prevalent	in	the	majority	of	real-life	data.	

Hierarchical Clustering 

Link-based	clustering,	also	known	as	hierarchical	clustering,	has	as	its	central	idea	that	objects	are	more	

related	to	objects	that	are	close	to	them	than	to	those	that	are	further	away.	These	algorithms	connect	"objects"	

to	form	"clusters",	based	on	their	distance.	A	cluster	can	largely	be	described	by	the	maximum	distance	required	

to	connect	parts	of	the	cluster.	At	different	distances,	different	groups	will	form,	which	can	be	represented	using	

a	dendrogram,	which	also	explains	the	common	name	"hierarchical	clustering".	These	algorithms	do	not	provide	

a	single	segmentation	of	the	data	set,	but	instead	provide	an	extensive	hierarchy	of	clusters	that	merge	together	

at	certain	distances.	However,	a	unique	partition	of	the	data	set	is	not	produced,	but	a	hierarchy	from	which	the	

user	will	again	have	to	select	the	appropriate	clusters	and	furthermore	they	are	not	very	robust	against	outliers,	

which	will	either	appear	as	additional	poles	or	cause	other	clusters	to	merge.	
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TF-IDF 

Each	 text	 is	 represented	as	 a	 vector	 in	 a	multidimensional	 space,	where	 each	dimension	 represents	 a	

unique	term	of	a	collection	of	texts.	Also,	every	dimension	corresponds	to	a	real	number	which	depends	on	the	

frequency	of	occurrence	of	each	term	each	time	in	the	text.	The	TF-IDF	method	aims	to	weight	all	the	terms	of	a	

collection	of	texts.	In	short,	its	goal	is	to	assign	the	corresponding	weight	to	each	term	and	by	extension	to	each	

dimension	of	this	multidimensional	space.	This	happens	because	the	simple	numbering	of	a	term	in	a	text	is	not	

enough	to	inform	about	the	importance	of	this	term	and	the	weight	of	the	information	it	contains.	This	method	

consists	of	the	quantities	TF	and	IDF.	The	quantity	TF	(Term	Frequency)	indicates	how	many	times	a	term	appears	

in	a	text.	On	the	other	hand,	the	IDF	quantity	indicates	how	widespread	a	term	is	in	a	text	and	also	in	the	entire	

collection	of	texts.	The	goal	of	this	method,	through	the	TF–IDF	weight,	is	to	select	those	terms	that	best	capture	

the	content	of	a	text.	To	determine	the	weight	of	a	term,	both	TF	and	IDF	quantities	are	equally	important.	It	is	

assumed	that	N	is	the	total	number	of	items	that	can	be	recommended	to	users	and	that	the	keyword	𝑘i	appears	

in	𝑛i	of	them.	It	is	further	assumed	that	𝑓i,j	is	the	number	of	times	that	keyword	𝑘i	appears	in	document	𝑑i.	Then	

𝑇𝐹i,j	is	the	term	frequency	of	keyword	𝑘i	in	document	𝑑i	and	is	defined	as:	

𝑇𝐹i,j=
5#,%

678&5&,%
	

where	the	maximum	is	calculated	over	the	frequencies	𝑓z,j	of	all	keywords	𝑘z	that	appear	in	document	𝑑j.	

However,	 there	 are	 keywords	 that	 appear	 in	 documents	 but	 are	 not	 useful	 in	 separating	 relevant	 from	non-

relevant	documents.	For	this	reason,	the	inverse	document	frequency	of	the	keyword	𝑘i	is	used	as	

𝐼𝐷𝐹I	=	log
9
(!
.	

Then	the	TF-IDF	weight	of	keyword	𝑘i	in	document	𝑑j	is	determined	as	𝑤I,j	=	𝑇𝐹i.j*𝐼𝐷𝐹i.	

Association Rules 

Association	 rules	 are	 a	 rule-based	method	 used	 by	Machine	 Learning	 that	 aims	 to	 find	 relationships	

between	variables	in	large	databases.	Metrics	of	interest	are	used	to	find	these	relationships.	Association	rules	are	

widely	used	in	market	analysis,	but	also	in	Bioinformatics,	attack	detection,	etc.	

The	problem	of	association	rules	is	defined	as	follows	(Agrawal,	Imielinski	and	Swami,	1993):	

Let	 𝐼 = {𝑖', 𝑖), … , 𝑖(}	 be	a	 set	of	n	binary	attributes	 called	objects	 and	 let	𝐷 = {𝑡', 𝑡), … , 𝑡6}	 be	a	 set	of	

transactions	 called	 a	database.	Each	 transaction	D	has	 a	unique	 transaction	number	 and	 contains	 a	 subset	of	

objects	from	I.	A	relation	of	the	form	X	⇒Y,	X,	Y⊆I	is	defined	as	a	rule.	Each	rule	consists	of	two	sets	of	objects,	X,	

Y,	with	X	called	the	antecedent	or	left-hand	side	and	Y	called	the	consequent	or	right-hand	side.	A	very	simple	
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example	of	an	association	rule	is	the	following:	{eggs,	flour}	⇒{milk},	meaning	that	if	eggs	and	flour	have	been	

purchased,	milk	will	also	be	purchased.	

To	select	the	correct	rules	from	all	possible	combinations	of	rules	that	may	exist,	various	metrics	are	used.	

The	most	widespread	are	support	and	confidence,	in	which	prices	should	pass	certain	minimum	thresholds.	

Let	X,	Y	be	sets	of	objects,	X	⇒Y	the	association	rule,	and	T	a	set	of	transactions	of	a	given	database.	

The	support	represents	how	often	the	set	of	objects	appears	in	the	database,	and	as	the	support	of	X	with	

respect	to	T,	is	defined	as	the	percentage	of	transactions	t	in	the	database	that	contain	the	set	of	objects	X:	

𝑠𝑢𝑝𝑝(𝑋) =
|{𝑡	 ∈ 𝑇; 𝑋 ⊆ 𝑡}|

|𝑇|
	

Confidence	represents	how	often	the	rule	has	been	proven	correct.	More	specifically,	the	confidence	of	a	

rule	X	⇒Y,	with	respect	to	a	set	of	transactions	T,	is	the	percentage	of	transactions	that	contain	both	X	and	Y:	

𝑐𝑜𝑛𝑓(𝑋 ⇒ 𝑌) =
𝑠𝑢𝑝𝑝(𝑋 ∪ 𝑌)
𝑠𝑢𝑝𝑝(𝑋)

	

Confidence	can	be	thought	of	as	an	estimate	of	the	conditional	probability	P(EX),	where	EX,	EY,	the	events	

that	a	transaction	involves	the	sets	of	objects	X,	Y	respectively.	It	essentially	represents	the	probability	of	finding	

the	right	side	of	the	rule	in	transactions,	given	that	the	left	side	of	the	rule	is	also	contained	in	those	transactions.	
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5.5 eMEDIATOR SEARCH ENGINE 

A CUSTOMIZED SEARCH ENGINE 

Most	 e-learning	 platforms	 use	 general	 search	 engines	 (see	 Section	 5.2.5)	 including	 several	 varied	

disciplines	to	find	competencies	and	learning	outcomes	related	to	their	studies,	but	it	seems	less	useful	because	

of	the	time	and	effort	that	learners	must	spend	to	find	items	related	to	their	learning	requirements	and	favorites.	

Universal	search	cannot	and	probably	should	not	meet	the	precise	needs	of	disciplines.	The	need	for	enhancement	

is	an	important	challenge	in	this	case.	

Here	 we	 will	 design	 a	 personalized	 search	 as	 shown	 in	 Figure	 36,	 that	 will	 be	 included	 within	 the	

developed	LMS	platform	and	will	include	some	of	the	machine	learning	and	data	mining	technologies	described	

in	Sections	5.3	and	5.45	for	overcoming	the	boundaries	of	the	general	search.	

	

Figure	5.36:	Search	Engine	

The	search	engine	will	be	a	specific	tool	that	can	be	a	component	of	the	proposed	e-platform.	The	proposed	

search	 tool	 will	 allow	 learners	 according	 to	 search	 and	 indexing	 mechanisms	 to	 direct	 their	 own	

competence/course.	Through	the	process	of	discovery,	or	guided	discovery	thereby	the	learner	learns	the	facts,	

concepts,	 and	 procedures	 of	 the	 searched	 competence/course.	 Its	 function	 will	 be	 based	 on	 providing	

courses/competences	and	their	information	according	to	keywords	during	the	searching	process	of	a	user.	The	

type	 of	 the	 search	 engine	will	 be	 hybrid,	 as	 it	will	 offer	 a	 combination	 of	 crawler-based	 results	 and	 human-

powered	directories.	This	method	automatically	 combines	different	 types	of	 search	 results,	 and	complements	

content-based	search	with	ontology-based	search	and	vice	versa.	
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Figure	5.37:	System's	Architecture	

Users	can	use	the	search	engine	to	find	both	Competences	and	Courses	based	on	their	needs.	As	shown	in	

the	following	picture,	users	can	conduct	a	keyword	search	and	the	system	automatically	will	search	from	both	

eMEDIATOR	database	as	well	as	popular	online	databases,	retrieve	the	results,	classify	them	and	rate	them	based	

on	user	profile	and	return	it	to	the	user.		



 
 

 

 
 

125 

	

Figure	5.38:	Use	Case	of	Search	Engine	

In	order	to	make	the	search	engine	as	effective	as	possible,	machine	learning	algorithms	will	be	used	along	

with	some	features	that	will	improve	user	experience.	The	approach	steps,	which	are	explained	in	more	details	

below,	are:	

1. Creating	datasets	with	statistical	indicators.	

2. The	 statistical	 indicators	most	 related	 to	 courses/competences	will	 be	 obtained	 by	 implementing	

techniques	and	algorithms	like	decision	tree	algorithms.	The	statistical	indicators	that	will	be	used	by	

a	greater	number	of	algorithms,	will	be	the	ones	most	related	to	courses/competences.	

3. Once	the	statistical	indicators	most	related	to	courses/competences	will	be	discovered,	they	will	be	

used	to	construct	the	metric.	

4. Relating	this	metric	to	the	courses/competences.	
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Keyword Extraction 

Users	typically	care	about	keywords	while	looking	for	courses/competences	since	they	enable	them	to	

rapidly	 understand	 information	 relevant	 to	 a	 specific	 course/competence.	 In	 light	 of	 this,	 having	 a	 keyword	

extractor	will	help	the	search	engine	significantly,	especially	since	some	courses	lack	relevant	keywords	on	their	

main	page	for	crawling.	

Users’	search	terms	can	be	precisely	matched	with	the	keywords	extractor’s	and	it	will	also	support	the	

recommendation	 of	 courses/competences	 in	 relevant	 fields	 based	 on	 courses/competences	 with	 similar	

keywords.	Based	on	a	set	of	related	key	phrases,	it	is	possible	to	determine	the	purpose	of	the	query.	Additionally,	

terms	in	a	certain	domain	can	be	precisely	matched	and	quickly	recognized.	

A	basic	property	here	is	the	generation	of	relevant	metadata	from	learning	outcome	and	competences	for	

a	specific	course.	Automatic	generation	of	pertinent	metadata	for	competences	is	still	a	very	difficult	problem.	The	

fact	 that	 the	 related	 educational	 information	 depends	 in	 large	 extension	 on	 the	 context	 and	 the	 information	

generated	automatically	fills	only	the	simple	fields	which	have	low	value	(section	5.4.2).		

Web	 scrapers	will	 be	 used,	 to	 retrieve	 data	 from	 the	 online	 databases	 including	 courses’	 details	 and	

metadata	 from	webpages	 like	Udemy.	When	users	 complete	 a	 search,	 the	 results	will	 include	all	 the	 relevant	

courses	or	competences	gathered	to	the	database	of	the	system,	along	with	their	metadata.	Furthermore,	using	

the	user	profile,	the	results	will	be	sorted	and	ranked	based	on	their	preferences	and	based	on	the	preferences	of	

other	users	with	similar	profile.		

Grammar and Spell Corrector 

In	order	 to	 improve	user	experience	 in	 searching,	 it	was	decided	 to	 implement	grammar	and	spelling	

correction	tools,	which	are	now	frequently	found	in	open-source	search	engines.	Achieving	the	highest	accuracy	

possible	may	be	the	biggest	obstacle	in	the	process	of	improving	the	search	engine.	With	the	use	of	a	powerful	

abnormal	detector	for	characters	or	words,	it	is	possible	to	generate	a	list	of	potential	search	terms	in	the	fields	

in	order	to	make	them	more	resistant	to	unclear	or	insufficient	searches.	

Clustering courses/competences 

Another	approach	to	improve	the	search	engine	is	clustering,	in	order	to	classify	courses/competences	

according	to	keywords.		

The	main	objective	here	is	to	create	and	group	learning	objects	that	can	be	used	and	reused	in	different	

learning	contexts.	There	are	several	algorithms	that	are	used	for	listing	research	results,	like	linear	regression	and	
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nearest	neighbors	(Section	5.4.8.2.2).	A	clustering	tool	will	provide	the	ability	to	launch	an	activity/competence	

by	direct	request.		

A	clustering	algorithm	is	used	in	data	mining	and	follows	the	next	steps:	

1. Groups	instances	according	to	their	similarity	by	applying	the	Euclidean	metric.		

2. When	the	instances	are	grouped,	 it	 is	 important	to	study	each	group	to	find	similar	features	in	the	

instances	of	the	same	group	and	discover	different	ones	in	different	groups,	in	other	words,	finding	

each	group’s	significance	in	relation	to	the	instance	features.	

The	analysis	with	clustering	techniques	is	meant	to	group	courses/competences	according	to	keywords.	

The	different	groups	that	will	be	obtained	reflect	users’	preferences.	

There	are	many	clustering	algorithms	and	their	selection	depends	on	the	problem	to	be	solved.	In	this	

case,	various	algorithms	will	be	reviewed	and	the	ones	with	the	best	performance	will	be	selected.		

APPLYING MACHINE LEARNING TECHNIQUES FOR CLASSIFYING COMPETENCES/COURSES 

Machine	learning	techniques	can	be	applied	regularly	and	frequently,	supporting	an	automated	analysis	

process.	This	feature	makes	them	suitable	for	classifying	courses	and	competences.		

Classification algorithm 

It	 is	 important	 to	note	 that	users	 tend	 to	have	difficulty	 to	 choosing	 the	proper	keywords.	The	use	of	

classification	algorithms	for	improving	users’	decision	can	help	users	for	choosing	the	most	relevant	competence.	

Various	algorithms	can	detect	the	favorites	and	requirements	of	learners	by	applying	feature-based	knowledge	

segmentation	and	data	mining	(Section	5.4.8.2).	

In	this	case,	the	goal	is	to	obtain	a	method	that	identifies	the	key	factors	to	classify	courses	and	obtain	the	

classification	results	frequently	and	regularly.	There	are	two	different	perspectives	on	categorization:	the	classical	

view	and	the	prototype	theory.	The	Classical	view	indicates	that	a	category	contains	an	object,	or	individual,	as	

long	as	 all	 and	each	of	 certain	 characteristics	or	 attributes	 are	obeyed.	The	Prototype	 theory	 indicates	 that	 a	

category	contains	an	object,	or	individual,	if	it	is	similar	to	another	that	is	a	prototype	of	this	category.	Once	the	

course/competence	metric	value	will	be	obtained	for	each	user,	a	comparative	study	has	to	be	done.	

PROVIDE COMPETENCES RECOMMENDATION BASED ON REPUTATION SYSTEMS RATING 

A	reputation	system	functions	by	making	it	easier	to	gather,	aggregate	and	disseminate	information	about	

an	 entity,	 which	may	 then	 be	 used	 to	 describe	 and	 forecast	 that	 entity’s	 future	 behavior.	 The	major	 goal	 of	
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reputation	 systems	 is	 to	 facilitate	 the	development	of	 trust	between	unfamiliar	users.	The	 rating	 aggregation	

process	is	a	main	part	of	reputation	system	to	produce	global	opinion	about	quality	of	the	outcoming	competences.	

As	mentioned	above,	users	will	be	able	to	give	feedback	in	our	platform	in	order	to	deliver	a	more	reliable	

competence	outcome	from	a	specific	course.	This	is	the	feature	in	which	our	reputation	system	will	be	based	on.	

In	addition,	machine	learning	algorithms	will	be	used	during	the	rating	aggregation	process	in	order	to	provide	a	

more	reliable	competences	recommendation.	

From	the	rating	dataset,	various	user-related	variables	are	extracted,	including:	

● User	tendency,	which	measures	user’s	behavior	in	providing	ratings,	a	feature	that	will	be	expressed	

by	 three	variables	 (number	of	positive	 ratings,	number	of	neutral	 ratings	and	number	of	negative	

ratings	given	by	a	user).	

● User	 fluctuation,	 which	 measures	 the	 variance	 of	 user	 ratings	 from	 the	 ratings	 provided	 by	 the	

community.	

● User	experience,	which	is	the	ratio	of	number	of	ratings	provided	by	each	user	to	the	total	number	of	

ratings	in	the	system.	

● User	reliability,	which	measures	the	average	of	errors	for	all	ratings	provided	by	a	user.	This	variable	

shows	the	reliability	of	a	user	in	providing	ratings,	which	measures	the	closeness	of	user	ratings	to	the	

average	ratings	of	a	course.	

A	description	of	user′s	ratings	will	be	represented	by	the	extracted	dataset	and	each	row	will	represent	a	

user	data	whereas	the	columns	will	represent	the	extracted	variables.	User	reliability	will	be	predicted	as	a	form	

of	weight	by	the	extracted	dataset	entered	to	the	machine	learning	algorithm.	Reliability	is	considered	an	output	

variable	while	tendency,	fluctuation	and	experience	variables	are	considered	input	variables.	Multiple	machine	

learning	algorithms	can	be	used	including,	Linear	Regression	(LR),	Support	Vector	Regression	(SVR),	K-Nearest	

Neighbor	(KNN)	and	Regression	Tree	(RT).	The	algorithm	or	the	algorithms	with	the	best	performance	will	be	

chosen	after	an	extended	review	and	testing.	

There	are	some	basic	features	that	will	help	with	improvement	of	the	reputation	system,	as	well	as	its	

functionality.	

● History:	A	user’s	history	is	the	collection	of	data,	which	has	been	saved,	that	documents	their	previous	

interactions	and	the	results.	This	feature	is	essential	to	the	concept	of	reputation	since	it	is	frequently	used	

to	predict	the	expected	outcome	of	ongoing	or	upcoming	searches	for	courses/competences.	
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● Collection:	 The	 behavioral	 data	 of	 users	 should	 be	 recorded	 for	 a	 reputation	 system	 to	 build	 trust.	 A	

reputation	system	can	 facilitate	 the	collection	of	data	on	 interactions	between	users	using	a	variety	of	

ways.	

o Direct:	information	that	is	directly	derived	from	personal	contact	or	through	the	observation	of	

other	people’s	interactions.	

o Indirect:	data	can	be	collected	from	other	entities	(individuals	or	groups)	based	on	interactions	

that	the	entity	doing	the	query	was	not	aware	of.	

o Derived:	Data	are	collected	from	sources	that	were	not	intended	to	be	used	as	reputation	sources	

in	the	given	situation.	

● Representation:	 This	 feature	 represents	 the	 structure	 that	 is	 used	 to	 define,	 exchange	 and	 interpret	

reputation	data.	

● Aggregation:	The	reputation	score	of	a	user	is	calculated	with	a	way	that	it	is	described	by	aggregation.	

The	sum	of	all	reviews	–	both	negative	and	positive	–	for	a	user	is	the	most	basic	method	of	reputation	

aggregation.	Every	positive	rating	raises	the	total	by	one,	while	every	negative	rating	lowers	it	by	one.	All	

the	entities	in	a	system	can	be	ranked	using	the	final	score.	Using	the	average	of	all	the	ratings	to	generate	

a	single	rating	for	each	entity	is	a	marginally	improved	method.	
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6 . A.3.6. Development of the mock-up testing procedure 

and test case requirements (AU) 

	

This	section	describes	the	work	of	Aalen	University	in	the	3rd	period	of	the	eMEDIATOR	project.	

6.1 eMEDIATOR Mock-Up FUNCTIONALITIES 
	

The	development	of	the	Mock-Up	has	been	successful.	Currently,	it	is	available	under:	http://92.50.75.83:8080		

The	Mock-Up	combines	already	different	functionalities	such	as:	

	

1. Login	and	User	Management	Functionality:	It	is	needed	for	the	further	work	with	the	portal	according	to	

the	 planned	 achievements	 and	 integrations.	 There	 will	 be	 different	 users	 working	 with	 the	 portal.	

Currently,	you	can	already	manage	and	work	with	the	personal	information	and	the	displayed	user’s	data.	

You	can	also	upload	profile	images	as	well	as	other	information:	
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Figure	6.5:	Illustration	of	the	user	management	

	

2. Blog-Functionality:	It	is	needed	for	news	and	important	information	for	the	users:	
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Figure	6.6:	Blog	functionality	illustration	

3. Message	board:	The	message	board	has	currently	in	the	Mock-Up	the	functionality	of	the	communication	

tool	in	the	portal.	It	is	working	like	a	common	forum.	Users	can	open	threads	and	discuss	topics.	Usually,	

there	is	also	an	internal	Chat	Tool	planned,	which	will	make	it	even	easier	to	communicate	betwen	the	

users	of	the	portal:	

	
Figure	6.7:	Message	board	illustraion	
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4. Wiki-System:	For	the	eMEDIATOR	Portal	it	is	planned	to	implement	a	Wiki-System,	which	will	support	the	

information	management	of	the	solution.	Ideally,	user	will	be	able	to	work	with	the	system	using	the	Wiki-

System	for	onboarding	new	users	and	roles	on	the	portal.	Additionally,	all	processes	and	workflows	should	

be	documented	later	in	this	Wiki-System.	

	
Figure	6.8:	Wiki-System	illustration	

5. Workflow	 Management	 System:	 The	 chosen	 technology,	 Liferay,	 provides	 intense	 integration	

functionalities.	That	is	why	it	is	the	perfect	basis	for	the	eMEDIATOR	portal.	Currently,	the	AU	team	works	

and	experiments	with	a	workflow	management	system,	which	is	very	important	for	adding	new	processes	

as	well	as	workflows	to	the	eMEDIATOR	portal.	A	potential	engine	could	be	„Koleo”	that	is	working	great	

with	Liferay.	The	AU	team	tested	it	by	a	classical	workflow	of	paper	approval	for	conferences:	
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Figure	6.9:	Workflow	Management	System	Paper	Approval	Test	

	

All	these	processes	and	workflows	have	been	implemented	already	in	the	Mock-Up	according	to	the	requirements	

gathered	in	the	first	two	iterations	of	requirements	engineering.	

6.2 TEST CASE REQUIREMENTS 
	

The	requirements	for	the	test	cases	have	been	developed	during	the	discussion	of	the	partners	of	eMEDIATOR	

moderated	by	Aalen	University.	The	requirements	engineering	workshop	has	been	the	basis	of	this	work.	It	was	

focused	on	the	generation	of	a	common	understanding	of	the	most	important	test	requirements.	The	procedure	

followed	a	red	line	that	has	been	practically	done	during	commercial	system	development	workshops.	

1. Objectives:	What	are	the	objectives	of	the	new	system	/	solution?	

2. Context	/	Scope:	What	is	the	framework	of	the	new	system	/	solution?	

3. Stakeholder:	Who	is	responsible	for	what?	Who	needs	to	be	involved?	Who	is	user?	

4. Functional	Requirements:	What	functions	should	the	system	have?	

5. Non-Functional	Requirements:	What	other	requirements	are	there	that	are	not	functional?	

6.3 TESTING PROCEDURE / ROADMAP 
	

Testing	of	 the	eMEDIATOR	portal	 is	 currently	done	by	 the	partners	as	well	as	by	 the	 technical	 team	of	Aalen	

University.	 The	 developed	 sites	 and	 functionalities	 are	 tested	 continuously.	 These	 tests	 can	 be	 considered	 as	

Alpha-Tests	of	the	portal.	It	is	planned	to	execute	as	many	Alpha-Tests	as	possible	in	the	internal	eMEDIATOR	
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team.	As	the	Alpha	Demo	Portal	is	plan	for	the	next	period,	the	partners	have	agreed	to	have	the	first	pilot	testers	

included	in	the	platform	solution.	These	are:	Students,	Companies	and	Academic	Staff.	After	integration	of	further	

functionalities,	 the	 testers	 can	 start	moving	around	 in	 the	portal	 and	 think	about	possible	optimizations.	The	

roadmap	for	the	next	periods	is	displayed	in	the	following	figure:	

	
Figure	6.10:	Roadmap	Development	

The	whole	documentation	of	the	Workshop	can	be	found	in	the	Appendix	5.	
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APPENDIX 1. Examples of Functional Architecture 

Requirements testing procedure and test case 

requirements (TTI)                                                       
	

APPENDIX 2. Examples of Learning Delivery Model 

Requirements testing procedure and test case 

requirements (UL) 
																																																	

	

APPENDIX 3. Examples of Education Data Structuring and 

Storage Experience testing procedure and test case 

requirements (UM) 
																																																	

	

APPENDIX 4. Examples of Technologies and API used for 

Digital Education System testing procedure and test case 

requirements (UoI) 
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APPENDIX 5. Examples of Digital Platforms for Education 

Service Delivery testing procedure and test case 

requirements (AU) 
APPENDIX_5__eMEDIATOR_IoU_AU_Workshop_Documentation.pdf	

	

																																																					

APPENDIX 6. Examples Miscellaneous 
																																																					

	

	

 

 

 

 

 

 

 

	

	


